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Foreword
daNiEl KahNEmaN

There are no established churches in the Woodrow 
Wilson School of Public and International Affairs at 
Princeton, but there have always been established 
disciplines. Originally there were two: economics 
and politics (elsewhere known as political science). 
In 1999, psychology was formally introduced as the 
third discipline, and granted the intimidating respon-
sibility for a semester- long compulsory class to all stu-
dents working toward the degree of master of public 
affairs. We1 had to find answers to some difficult ques-
tions: What does psychology have to offer to students 
who prepare for a career of public service? What gaps 
existed in our students’ training that we should fill? 
What biases in their training should we aim to correct?

The question about biases was the easiest to answer. 
We observed that the students in the master’s program 
offered by the School were exposed to a steady diet of 
economics courses that invoked the standard assump-
tion of agents who are invariably rational, driven by 
self- interest, and motivated by tangible incentives. In 
the eyes of a psychologist, these propositions are not 
viable even as a crude approximation. The tension be-
tween psychology and the assumptions of economic 
theory provided a natural focus for the course we de-
signed. Accordingly, our course emphasized errors of 
judgment, oddities of choice, the power of framing 
effects, and the intense and universal concern of peo-
ple with their social group and their standing within 
it. We wanted our students to know that the assump-
tions of the rational agent model, although adequate 
for predicting the outcomes in many markets, are not 
at all adequate for predicting how individuals will ac-
tually behave in most situations. The policy- relevant 
situations we explored extended beyond purely eco-
nomic circumstances, to issues ranging from voting 
and negotiations, to health behaviors, labor relations, 
education, and the law.

So why focus on economics in a course on psy-
chology and policy, or in the foreword of a book 
about that subject? Like it or not, it is a fact of life 
that economics is the only social science that is gener-
ally recognized as relevant and useful by policy mak-
ers. Given their monopoly, economists have become 
gatekeepers, and their analyses and conclusions have 

enormous weight even in domains in which they do 
not seem to have any particular comparative advan-
tage, such as health care and education. An obvious 
asymmetry in the distribution of competence con-
tributes to the elevated status of economics: there are 
important policy questions that only economists are 
qualified to answer, but hardly any data of other so-
cial sciences that they cannot evaluate. In particular, 
economists have more statistical tools at their disposal 
than most other social scientists do. Even more im-
portant, they are native to the universal language of 
policy, which is money. Finally, their reputation for 
hard- headed objectivity gives them a significant cred-
ibility advantage over more tender- hearted practition-
ers of the social sciences, whom I have heard casually 
dismissed as “social workers.”

We considered our Princeton policy students as 
future policy makers, who would be exposed to eco-
nomic approaches to all fields of social policy. Our 
intent was to sensitize them to the potential pitfalls 
of basing policy on the standard assumptions of the 
rational agent model. We also mentioned to them 
that a growing minority of economists— behavioral 
economists— were engaged in attempts to develop an 
economic science that is based on more realistic psy-
chological assumptions. Behavioral economics was at 
the time clearly defined as a distinctive approach to 
economics, with no particular applications to policy.

The landscape changed radically during the first 
decade of the new century. Behavioral economists 
began to address the world at large, and the boundary 
between behavioral economics and applied social psy-
chology blurred, creating a new set of problems and 
opportunities for psychologists interested in policy. In 
2001 Richard Thaler and Shlomo Benartzi reported  
on the success of their now famous Save More 
Tomorrow method for increasing workers’ willing-
ness to save from their salary. They identified three  
psychological obstacles to saving: loss aversion, hy-
perbolic discounting, and status quo bias. Save More 
Tomorrow was an offer to workers that bypassed these 
obstacles, leading them to save more. The same year, 
Bridget Madrian and Dennis Shea published a paper 
showing that an even simpler procedure— merely 
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changing the default— can help increase enrollments 
in savings plans. Now, a decade later, automatic en-
rollment and automatic escalation (a generic form of 
Save More Tomorrow) are affecting the lives and sav-
ings decisions of millions of people around the world.

A social psychologist will recognize both these 
strategies as brilliant reinventions of the classic 
Lewinian proposal for inducing behavioral change, 
which favors reducing the “restraining forces” 
over increasing the “driving forces.” To follow the 
Lewinian approach one begins by asking “why don’t 
people already do what I wish they would do?” This 
question evokes a list of restraining forces, which the 
agent of change then works to reduce or eliminate. 
The idea is transparently correct when you are ex-
posed to it, but it is also deeply counterintuitive. The 
standard tools that most of us use to change others’ 
behavior are arguments, promises, and threats. It is 
much less natural to look for ways of making it easier 
for the other person to do the right thing. Thaler and 
Benartzi developed a procedure that made it easy for 
the worker to commit to a higher saving rate in the 
future, which would start automatically at an auspi-
cious time (upon receiving a salary raise). Ending the 
commitment, in contrast, would require a deliberate 
decision and a modest effort.

In subsequent articles and in their international 
best seller, Nudge, Thaler and Cass Sunstein described 
an approach to policy that they called “libertarian pa-
ternalism.” The central idea is that it is legitimate for 
institutions of society to consider the best interests of 
individuals in structuring the choices that these in-
dividuals make— for example, about retirement sav-
ing. The goal is to make it easy and natural for casual 
decision makers to make sensible choices, while en-
suring their complete freedom to choose as they will. 
This was read by all as a manifesto of the approach of 
behavioral economics to policy. It is founded on the 
ideas that the rational agent model is unrealistic, that  
many decisions are made with little thought, and  
that it is appropriate to create a “choice architecture” 
that reduces the incidence of foolish decisions with-
out reducing freedom.

We have known for a long time that the role of 
economics in formulating policy has significant con-
sequences. During the heyday of the rational agent 
model, policies were sometimes formulated that as-
sumed rationality as a psychological fact. For example, 
the assumption that criminals are rational agents im-
plies that they can be deterred by the expected dis-
utility of being caught and punished. The probability 
of being caught and the severity of punishment have 
equivalent weights in this model, but not in reality: 
empirical research suggests that increasing the prob-
ability of punishment is far more effective in deterring 

crime than a corresponding increase of severity. In 
other situations, the rational agent model implies 
that agents need no protection against their own 
bad choices: choices freely made by rational agents 
deserve complete respect. To the surprise of most 
noneconomists, complete respect is often extended 
to awful choices, such as those that lead to addiction 
to noxious substances, or to lives of destitution after 
retirement. Because psychologists are not trained to 
assume that humans are rational, they are likely to find 
this position unattractive and even bizarre— but they 
recognize the risk that paternalism poses to the ideal 
of liberty. Nudge showed a way out of this dilemma: 
simple procedures that tend to bias people toward 
sensible and socially desirable choices without in any 
way abridging their freedom.

Nudge relied on psychology to highlight another 
objective that would be pointless if humans were fully 
rational in the role of consumers. Everyone recognizes 
that consumers need protection against predatory 
behavior, and there are many laws that are designed 
to provide such protection. However, the authors of 
Nudge documented many ways in which firms may 
take advantage of the psychological limitations of lazy 
and boundedly rational consumers. The book, along 
with work by several other researchers, showed how 
simple regulations can constrain predatory (though 
not illegal) behaviors, such as formulating truthful 
contracts in impenetrable language and printing them 
in painfully small print.

The publication of Nudge was immediately rec-
ognized as an important event. Sunstein became 
Director of the Office of Information and Regulatory 
Affairs (aka the “regulation czar”) under President 
Obama, and Thaler became an advisor to a Behavioral 
Insight Team (colloquially known as the “Nudge 
Unit”) established by the coalition government led 
by David Cameron in the UK. Other nudge units are 
popping up elsewhere around the world with the goal 
of establishing policies to help people make decisions 
that serve their best interest, and to protect them 
from exploitation in the market. The success of this 
enterprise can be counted as one of the major achieve-
ments of applied behavioral science in general, and of 
applied social and cognitive psychology in particular.

Unfortunately, because the two authors of Nudge 
were an economist and a jurist, respectively the in-
tellectual leaders of behavioral economics and of be-
havioral law and economics, not only the ideas they 
produced themselves but also many of the contribu-
tions of cognitive and social psychology on which 
they had relied were labeled “behavioral economics” 
in the press.2 And so it came to pass that many appli-
cations of social and cognitive psychology came to be 
called behavioral economics, and many psychologists 
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discovered that the name of their trade had changed 
even if its content had not. Quite a few of the au-
thors of chapters in this book would be incorrectly de-
scribed in the press as behavioral economists, because 
what they do is develop some of the fundamental the-
ories and document some of the central findings on 
which Nudge, and related writings, have relied. This is 
not the outcome that most researchers, including the 
authors of Nudge, encouraged or viewed as desirable. 
Richard Thaler has always insisted on a narrow defini-
tion of behavioral economics as a distinctive approach 
of economics, and he would prefer to see “nudges” 
described as applications of behavioral science.

Labels matter, and the mislabeling of applied be-
havioral science as behavioral economics has conse-
quences. Some are positive; behavioral economics has 
retained the cachet of economics, so psychologists 
who are considered behavioral economists gain some 
credibility in the policy and business worlds. But the 
cost is that the important contributions of psychol-
ogy to public policy are not being recognized as such, 
and there is the very real worry that young psycholo-
gists will be put off from doing policy- related work 
because they do not consider themselves economists, 
even with the modifier “behavioral” as a prefix. It is 
regrettable that the discipline of psychology gets no 
credit for the most consequential applications of psy-
chological wisdom, and that students of psychology, 
who ought to take greater pride in their profession, 
are left to wonder about the contributions of their 
discipline to society.

In fact, there is a lot to be done. Nudges are an 
effective way to use psychological insight in the de-
sign of policies that might generate greater welfare. 
But some policy issues will need a greater rethinking: 
a questioning of the fundamental assumptions, rather 
than nuanced design. When it comes to the memo-
ries of eyewitnesses, or to employers’ ability to avoid 
discrimination, or to the budgeting challenges of the 
poor, behavioral research presents the serious possi-
bility that we may want to rethink some fundamental 
concepts and question the basic assumptions of current 
policies— in other words, do more than merely nudge.

I hope this book helps steer us in the right direc-
tion in giving behavioral scientists a greater role in 
policy making around the world. The chapters of this 
book, written predominantly by psychologists, illus-
trate how much psychology has to offer to policy. An 
important conclusion that readers should draw from 
it is that modern psychology has agreed on some 

important aspects of both human nature and the 
human condition. Recent years have seen a conver-
gence of views on the roles of cognitive and emotional 
factors as determinants of behavior— and therefore as 
targets for policy interventions that are proposed to 
modify people’s circumstances or their actions. There 
is also a growing recognition of the role of social and 
cultural drivers of behavior, though many social sci-
entists will still complain that psychology is insuffi-
ciently attuned to issues of culture and identity. The 
recognition of the huge power of situation, context, 
priming, and construal is common ground. We are all 
Lewinians now, and in the context of policy behav-
ioral economists are Lewinian as well.

The relationship between psychology and eco-
nomics in the domain of policy was a central issue 
when psychology became one of the core disciplines 
in the Woodrow Wilson School at Princeton. In a 
very different way it is still a dilemma, not because 
the disciplines are so alien, but rather because they 
are so close. The overlap of interests and methods is 
much greater than it was fifteen years ago. Indeed 
there are several domains in which members of the 
different tribes deal with similar problems in similar 
ways. The study of happiness is one of these domains, 
the study of inequality and poverty may be another. 
And there will be more. We need a common label for 
our shared activities. “Behavioral economics” is not 
a good label, simply because psychologists are not 
economists and are not trained to think about mar-
kets. “Social psychology” would cause similar dif-
ficulties to the economists, lawyers, and physicians 
who engage in Lewinian practice. A descriptively cor-
rect label is “applied behavioral science.” I would be 
proud to be called an applied behavioral scientist, and 
I believe most of the authors of this book would also 
be happy to be counted as members of this club. This 
book is a fine illustration of the potential contribution 
of applied behavioral science to policy.

Notes

1. “We” refers to myself, Eldar Shafir, and Rob McCoun, 
who came to help us from the Goldman School of Public 
Policy at Berkeley.

2. Not only in the popular press. I am on record as de-
scribing Nudge as “the major accomplishment of behavioral 
economics.” I was quite slow to recognize the problem that 
I address in this foreword.
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Introduction
Eldar Shafir

If you look in the dictionary under policy, public pol-
icy, or social policy, you find definitions that amount to 
the following: a system of regulatory measures, laws, 
principles, funding priorities, guidelines and interven-
tions promulgated by a person, group, or government 
for the changing, maintenance or creation of living 
conditions that are conducive to human welfare. 
Mostly what these measures, laws, principles, and in-
terventions are intended to do is to shape society in 
desirable ways: to promote behaviors that yield out-
comes conducive to human welfare. Successful policy, 
therefore, must depend on a thorough understand-
ing of human behavior. What motivates and incentiv-
izes people when they snap into action as opposed to 
procrastinate, obey or disobey the law, understand or 
misunderstand, act or fail to act on their intentions, 
care or do not care, attend or get distracted? How 
do they perceive their decisions and the options at 
their disposal? How do they think about what others 
are doing? These are all questions that must be ad-
dressed for the design and implementation of policies 
to prove successful.

In light of the centrality of behavioral assumptions 
to policy, it is remarkable how small a role the attempt 
to understand human behavior has played in policy 
circles, as well as in the social sciences more generally. 
It is particularly remarkable because, as we have now 
come to understand, much of our intuition about 
human behavior fails to predict what people will do. 
And policies based on bad intuitive psychology are 
less likely to succeed and can often prove hurtful. As 
the economist John Maurice Clark pointed out nearly 
a century ago, if the policy maker does not seriously 
study psychology, “he will not thereby avoid psychol-
ogy. Rather, he will force himself to make his own, 
and it will be bad psychology” ( Journal of Political 
Economy, 1918).

Bad psychology comes in many forms. A naive un-
derstanding of incentives, for example, might suggest 
that paying people some small amount (rather than 
nothing) to perform a societally desirable act could 
only increase instances of that act; instead, it turns out 
that the loss of the “psychic” benefit of having been 
a good citizen (which is largely neutralized by the 

monetary remuneration) can, in fact, reduce take- up. 
Alternatively, presenting lineups (where suspects are 
observed concurrently) versus show- ups (where they 
are seen one at a time) may appear normatively indis-
tinguishable, but we now know that the former leads 
to more false identifications than the latter. Similarly, 
having workers opt out of, rather than opt into, re-
tirement savings accounts, looks like an immaterial 
nuance, except that the former, for predictable rea-
sons and for what amounts to very little cost, gener-
ates many more happy retirees than the latter.

A careful consideration of the role of psychology 
in public policy took many years to develop even after 
Clark’s warning about the dangers of bad psychologi-
cal assumptions. An important turning point was the 
behavioral critique of the economic assumptions un-
derlying individual decision making begun by cogni-
tive and social psychologists in the 1970s. This was 
eventually reinforced by the economic profession’s 
gradual, even if reluctant, acceptance of the behav-
ioral critique and led to increased research applying 
behavioral insights to studies of choice and judgment 
in everyday life. Now, almost a half century after the 
emergence of the modern critique, the behavioral 
perspective occupies a respectable and increasingly 
popular niche in many graduate programs in econom-
ics, business, law, policy, and the social sciences more 
generally. And thus we have arrived at a point where 
it is only natural to explore how best to incorporate 
elements of the behavioral perspective into policy 
thinking.

The behavioral findings provide an alternative view 
of the human agent. Many aspects of decision mak-
ing that the normative analysis assumes do not matter 
(such as how the options are described, as long as the 
same information is given) prove highly consequential 
behaviorally, and other factors that are normatively as-
sumed to be of great importance (such as whether 
an intervention will help save 1,000 birds or 10,000 
birds) are, instead, intuitively largely ignored. At the 
most general level, a couple of deep lessons have 
emerged that are of great potential relevance to policy 
makers: the relevance of context and the unavoidabil-
ity of construal.
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Human behavior tends to be heavily context de-
pendent. One of the major lessons of modern psy-
chological research is the impressive power that the 
situation exerts, along with a persistent tendency on 
our part to underestimate this power relative to the 
presumed influence of personal intentions and traits. 
In his classic obedience studies, for example, Milgram 
(1974) demonstrated the ability of decidedly mild 
situational factors to trigger behaviors on the part 
of regular citizens, such as the administration of pre-
sumed electric shocks to innocent others, that were 
unfathomable to naive introspection. Along similar 
lines, Darley and Batson (1973) showed how semi-
nary students on their way to deliver a sermon on the 
parable of the Good Samaritan were willing to walk 
right past an ostensibly injured man, slumped cough-
ing and groaning, simply because they were running 
late. Minor contextual features were shown in these 
cases to override people’s professed intentions and 
their deeply held convictions. To the extent that such 
minor contextual features are able to transcend educa-
tion, personality, and intention, policy makers appear 
to have powers of influence that they underappreciate, 
may unintentionally misuse, and could, given some 
behavioral insight, employ better.

The second lesson, which is fundamental to the 
cognitive sciences in general, concerns the role of 
“construal” in mental life. People do not respond 
to objective experience; rather, stimuli are mentally 
construed, interpreted, and understood (or misun-
derstood). While this claim risks sounding deep, it is 
actually trivial, but with profound consequences: be-
havior is directed not toward actual states of the world 
but toward mental representations of those states, and 
those representations do not bear a one- to- one corre-
spondence with the states they represent. In fact, the 
representations we construct may not even constitute 
faithful renditions of actual circumstances. Our visual 
experience, for example, is the product of complex 
processes that take raw visual input (say, a trapezoid 
when we look at a window from the side) and use 
contextual cues to represent what is “really there” (a 
perfectly rectangular window). Anytime those cues 
are misleading, we end up with a false representation, 
as in the case of well- known optical illusions. How we 
interpret attitudes and emotions is similarly a matter 
of construal. And, as it turns out, so is our represen-
tation of many objects of judgment and preference. 
We can only decide between things as they are rep-
resented in the three- pound machine that we carry 
behind the eyes and between the ears. And those rep-
resentations are the outcome of mental processes that, 
to some extent at least, have a life of their own.

For policy makers all this should be of the utmost 
importance. Policies’ success depends on human 
behavior. And behavior is determined not simply 

by what is available, but by what people know, per-
ceive, understand, attend to, and want. Thus, well- 
intentioned interventions can fail because of the way 
they are construed by the targeted group. And the 
difference between success and failure can sometimes 
boil down to a relatively benign and normatively im-
material change in presentation and construal, rather 
than a complex and costly rearrangement of the avail-
able alternatives.

About fifteen years ago, we began a joint formal 
program of training in “psychology for policy” be-
tween the psychology department and the Woodrow 
Wilson School of Public and International Affairs at 
Princeton University. The endeavor was new at the 
time, and the results of the initiative were not entirely 
predictable. What were some of the more important 
policy questions to which a behavioral analysis could 
significantly contribute? Where in policy did mis-
guided behavioral assumptions figure most promi-
nently, where were they of lesser importance, and 
what exactly were they anyway? How was one to go 
about researching and communicating all this? And 
would it make a difference? As often happens when 
ideas gather momentum, we were not alone. An in-
creasingly talented and interdisciplinary group of 
scholars had grown interested in research along simi-
lar lines and in issues of both behavioral and policy 
significance.

The present volume presents some of the more 
impressive outcomes of this important work, as con-
ceived and summarized by many of the leading schol-
ars in the field. The wide array of topics covered here 
should appeal to students of human behavior inter-
ested in real- world applications. More importantly, 
the chapters in this volume were prepared with an eye 
toward a sophisticated audience with no behavioral 
training. The application of experimental findings and 
concepts emanating from behavioral research to the 
design and implementation of policy— call it “behav-
ioral policy”— is an exciting and rapidly expanding 
new area of research and study. The present collection 
is intended to expose policy makers, practitioners, 
government officials, business leaders, legal, ethical, 
and health professionals, as well as students interested 
in societal, domestic, and international challenges, 
to a perspective that can shed new light. Greater in-
sight into human behavior, the authors in this vol-
ume agree, can prove helpful, both in making sense 
of what are otherwise persistent puzzles, as well as in 
generating novel ideas and effective solutions.

The contributions to this collection tend to be 
highly interdisciplinary and thus hard to compart-
mentalize. Nonetheless, the sheer amount of mate-
rial presented in this volume warrants some minimal 
organization in the hopes of facilitating the reader’s 
task. Chapters are divided by general topics but are 
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otherwise independent and can be read in any order; 
occasional cross- references occur when the materials 
of separate chapters are especially complementary. 
The aim of each chapter is to provide the reader with 
an overview of how research in the behavioral sciences 
might influence our understanding and the conduct 
of good policy in a particular domain. Ultimately, we 
hope the reader will come to see the foundational 
role that behavioral assumptions must come to play 
in shaping the successful design and implementation 
of policy.

The Chapters

The early chapters focus on behavioral issues that 
arise in the conduct of our social and political lives. 
They focus on policy- relevant topics ranging from the 
nature of intuitive social judgment and “automatic” 
social perceptions to the valuation of social belonging 
and concerns with identity, justice, and fairness; prob-
lems ranging from discrimination in the work place 
to the numbing that comes with hearing about mass 
atrocities.

A common thread running through these contri-
butions is that the empirical findings are often in ten-
sion both with normative assumptions as well as with 
common intuition. As a result, they have far- reaching 
consequences for how we think about policy design 
and implementation. We tend to think, for example, 
that people’s behavior largely mirrors their beliefs 
and that their choices are typically about tangible, 
value- maximizing outcomes. Thus, we might assume, 
those who are not prejudiced will typically not exhibit 
prejudiced judgment, and if voting is unlikely to have 
a tangible impact, people will not bother to vote. 
Similarly, the intuition goes, negotiators whose per-
sistent biases lead to impasse will learn to overcome 
them, and managers whose unintended discrimina-
tory practices hurt their business will learn to avoid 
discriminating.

In contrast to all that, as the chapters below illus-
trate, people care a lot about intangibles, they exhibit 
persistent biases in social perception, and they lack 
introspective access to the biases and the motivations 
that often are in tension with their better judgment. 
As a result, people often fail to recognize the discrep-
ancies between their beliefs and their actions, which, 
rather than resolving themselves in the long run, 
often end up playing a big role in exacerbating long- 
standing political and social tensions.

Prejudice and discrimination

In the opening chapter, on implicit prejudice, Curtis 
Hardin and Mahzarin Banaji argue that our views of 

prejudice and discrimination are based on outdated 
notions, with important policy implications. Rather 
than arising from ignorance and hatred, which would 
be best addressed by changing the hearts and minds 
of individuals, prejudice and stereotyping, accord-
ing to these authors, emerge from cognitively salient 
structures in our social milieu and do not necessarily 
involve personal animus, hostility, or even awareness. 
Rather, prejudice is often “implicit”— that is, unwit-
ting, unintentional, and uncontrollable— even among 
the most well intentioned. At the same time, these 
authors suggest, research shows that implicit preju-
dice can be reduced through sensible changes in the 
social environment.

The social environment figures prominently in 
Nicole Shelton, Jennifer Richeson, and John 
Dovidio’s chapter on intergroup biases in interracial 
interactions. The goal of this chapter is to explore 
how racial bias can influence affective, cognitive, and 
behavioral outcomes during interracial interactions, 
especially among those who do not harbor explicitly 
racist attitudes. This question is examined in a variety 
of contexts, including students sharing dorm rooms 
on university campuses and interactions between 
White physicians and racial minority patients in health 
care settings. A central message that emerges from 
these interactions is that bias is expressed in subtle 
ways: as strained relationships between roommates, 
as less effective interactions between physicians and 
patients, and as lower levels of rapport in employment 
interviews. In each of these cases, there is rarely an ob-
vious act of blatant discrimination. Instead, the com-
plex and often subtle nature of contemporary inter-
group bias, for which traditional policies designed to 
respond to overt discrimination are ill suited, can have 
widespread impacts on intergroup interactions, often 
with different consequences for members of different 
racial and ethnic groups. Shelton et al. conclude with 
a review of common practices and interventions that 
policy makers could use to maximize the benefits of 
diversity across policy- relevant settings.

In their chapter on gender bias, Susan Fiske and 
Linda Krieger consider the legal ramifications of 
unexamined gender discrimination, particularly as it 
plays out in employment contexts. They review recent 
behavioral and neuroscience research that challenges 
the rational- actor assumption underlying much of the 
debate over discrimination law and policy. Decision 
makers, according to Fiske and Krieger, cannot always 
make optimal employment decisions, because, even 
when they consciously support equal opportunity 
norms, subtle, unexamined forms of gender bias may 
prevent them from accurately perceiving decision- 
relevant information, or from optimally using it to 
make employment decisions. Managers may explicitly  
endorse equal opportunity, but unexamined prejudices  
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might nevertheless derail their choices. Fiske and 
Krieger consider the kinds of initiatives that organi-
zations might undertake in an attempt to reduce the 
levels of workplace discrimination caused by unexam-
ined, subtle bias. They also advocate for policy initia-
tives, including a mandatory information disclosure 
approach to equal opportunity employment policy, 
which they suggest might help squeeze discrimina-
tion out of labor markets in ways that circumvent the 
need to identify individual instances of discriminatory 
decision making.

Social interactions

In his chapter on the psychology of cooperation, Tom 
Tyler argues that, while incentives and sanctions mat-
ter, standard normative approaches place too much 
emphasis on issues of material gains and losses. Tyler 
analyzes laboratory and field studies that illustrate sev-
eral types of social motivations— attitudes, values, per-
sonal identity, procedural justice, and motive- based 
trust— that have a strong influence on behaviors in 
social settings. Tyler focuses on the problem of mo-
tivating cooperative behavior and suggests that policy 
makers have a great deal to gain from expanding their 
conception of human nature and recognizing the im-
portance of social motivations in shaping people’s be-
havior in groups and organizations.

Along related lines, Todd Rogers, Craig Fox, and 
Alan Gerber propose an alternative conceptualiza-
tion for why people vote. Rather than the standard 
self- interested view, which cannot explain the decision 
to vote given the miniscule probability that one’s vote 
will affect the outcome, the authors propose to think 
of voting as a “dynamic social expression.” Voting, 
according to this perspective, is the outcome of a dy-
namic constellation of events that extend over time; it 
is an inherently social act, and it is ultimately an expres-
sion of one’s identity. Among other things, Rogers, 
Fox, and Gerber describe recent experimental field 
research into effective get- out- the- vote campaigns, 
thereby linking the question of why people vote to 
an array of behavioral research— including social and 
cognitive psychology and behavioral economics— that 
has not been systematically linked to voting behavior 
in the past.

In his chapter on disagreement, Lee Ross consid-
ers several cognitive and motivational processes and 
the role they play in adding hostility and distrust to 
policy disagreements, and how they serve as barriers 
to dispute resolution. Among other constructs, he 
considers the reactive devaluation of proposals put 
forth by the other side and the role of naive realism, 
the conviction that one sees things objectively and 
clearly, which tends to add rancor to disagreement 

insofar as it creates the expectation that other reason-
able and honest people ought to share one’s views. 
(This perspective was well captured by comedian 
George Carlin’s observation about driving: “Ever no-
tice that anyone going slower than you is an idiot and 
anyone going faster is a maniac?”) Informed by the 
foregoing analysis, Ross then considers several behav-
iorally informed strategies for overcoming barriers to 
agreement.

Finally, in their chapter on psychic numbing, 
Paul Slovic, David Zionts, Andrew Woods, Ryan 
Goodman, and Derek Jinks ask why people repeat-
edly fail to react to genocide and other mass- scale 
human atrocities. It is not, they argue, because people 
are insensitive to the suffering of their fellow human 
beings, or even that most only care about identifiable 
victims of similar skin color who live nearby. Rather, 
they suggest, a fundamental problem lies in people’s 
incapacity to experience commensurate affect, the 
positive and negative feelings that combine with rea-
soned analysis to guide action. Left to its own devices, 
moral intuition appears to respond more to individual 
stories that are easier to imagine than to statistics of 
mass atrocities, which fail to spark commensurate af-
fect and motivate appropriate action. Even when we 
know genocide is real, we do not “feel” that reality. 
The authors explore some behaviorally informed ways 
that might make genocide “feel real,” but they are 
ultimately led to the conclusion that we cannot rely 
on intuitive reactions and must instead commit our-
selves to institutional, legal, and political responses 
that are less susceptible to psychic numbing and more 
heavily based upon reasoned analysis of our moral 
obligations.

the Justice System

The rational agent model has figured prominently 
in many areas of the law. At the same time, much of 
what comes under the law depends on the impulses, 
intuitions, judgments, sense of confidence, emotional 
reactions, and everyday understandings of regular 
citizens when they act as witnesses, jurors, colleagues, 
employers, employees, and so forth. And because the 
legal system is heavily in the business of constructing 
rules and procedures, there is much room to think 
about how these can be better shaped by a nuanced 
understanding of human capabilities, proclivities, and 
limitations.

In their chapter on eyewitness identification and 
the legal system, Nancy Steblay and Elizabeth Loftus  
focus on issues of eyewitness memory, such as the fact 
that faulty eyewitness memory has been implicated in 
a majority of (mostly DNA- based) exonerations. They 
review the main lessons from the science of eyewit-
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ness memory and consider their implications for im-
proving the legal system whenever eyewitnesses are 
playing a crucial role. They provide a primer on the 
essential memory principles underlying eyewitness 
performance, including the fact that this experience 
is not just a memory phenomenon, but that it also 
reflects social forces, including, for example, subtle 
and unintentional verbal and nonverbal communica-
tions from others. What emerges is the potential for 
memory to be contaminated, distorted, and yet re-
ported with great confidence, which proves of great 
relevance to a legal system that depends on and be-
lieves in eyewitness veracity and in which many people 
become criminal defendants on the basis of eyewitness 
identification. Steblay and Loftus describe the ongo-
ing research effort around the topic of eyewitness 
testimony, the changes in legal policy spurred by the 
collaboration between behavioral scientists and those 
in the legal field, and the challenges that persist in the 
application of memory research to public policy.

In “False Convictions,” Phoebe Ellsworth and 
Sam Gross extend the analysis of the rate and persis-
tence of false convictions to a variety of psychologi-
cal, social, and institutional factors beyond eyewit-
ness identification. They first highlight the inherent 
difficulty of detecting false convictions, where the 
only ones we know of (and even there we could be 
wrong) are exonerations: those rare cases in which a 
convicted criminal defendant— typically in the most 
serious of cases, the only ones to receive sufficient at-
tention and resources— is able to prove his innocence 
after the fact. Ellsworth and Gross consider the social 
and institutional context that characterizes criminal 
investigation and adjudication under the adversarial 
system. They analyze the proclivity of the process to 
give rise to worrisome behavioral phenomena, includ-
ing confirmation biases, eyewitness misidentification, 
false confessions, fraud and error on the part of foren-
sic analysts, perjury by jailhouse informants and other 
witnesses, misconduct by police and prosecutors, and 
incompetent representation by criminal defense attor-
neys. Ellsworth and Gross describe the relevant work 
by social scientists and legal researchers and consider 
some areas for future policy enhancement.

In a chapter focusing on behavioral reactions to 
wrongdoing, John Darley and Adam Alter explore 
the nature and consequences of potential gaps be-
tween legal codes and community sentiments regard-
ing punishment, retribution, and deterrence. They 
first review research on people’s perceptions of wrong-
ful actions and the punishments those actions deserve. 
They conclude that people are driven by emotionally 
tinged reactions of moral outrage and that their pun-
ishment decisions are largely based on what they intu-
itively believe the offender justly deserves. They then 

consider conventional approaches to dealing with 
crime, punishment, and deterrence and conclude that 
in light of what we know about human cognition and 
behavior, those approaches are largely ineffective. For 
example, whereas our penal system focuses heavily 
on sentence duration, sentence duration is generally 
an ineffective deterrent, as compared, for example, 
to salient surveillance mechanisms. Darley and Alter 
consider relevant policy implications, while keeping in 
mind that citizens’ intuitive perceptions of justice will 
place limits on the types of societal punishment prac-
tices that will be perceived as fair and that legal codes 
that clash with those moral sensibilities can cause citi-
zens to lose respect for the law.

Bias and competence

Of great relevance to policy are the circumstances in 
which people exhibit systematic bias or fail to weigh 
appropriately the factors that matter most to a deci-
sion. In other circumstances, people may perform 
the requisite tasks exceedingly well. This contrast is 
heightened by the fact that it is often hard for people 
to anticipate when they might expect bias as opposed 
to remarkable judgmental acuity. Things that ought 
not matter from a normative perspective often do, 
and things that ought to matter often fail to have an 
impact. The chapters in this section are motivated by 
the assumption that greater awareness and the proper 
anticipation of bias and other behavioral limitations 
may help devise more effective policies.

In their chapter on claims and denials of bias, 
Emily Pronin and Kathleen Schmidt explore the 
far- reaching policy implications of people’s percep-
tion that their own judgments are relatively free of 
bias whereas others’ judgments are susceptible to it. 
People’s tendency to be blind to their own biases 
while exaggerating those of others can lead to a range 
of problems, among which are social conflict, break-
down of negotiations, corruption, and discrimination. 
Pronin and Schmidt examine the central behavioral 
underpinnings of this “bias blind spot” and consider 
potential solutions, including increased awareness, 
education, and psychologically savvy disclosure re-
quirements, with an emphasis on how to make those 
solutions psychologically informed and thus more 
effective.

In “Questions of Competence: The Duty to 
Inform and the Limits to Choice,” Baruch Fischhoff 
and Sara Eggers discuss the nature of assumptions 
about people’s competence that figure, often implic-
itly, in a wide range of regulatory and policy domains. 
For example, product disclosure requirements reflect 
beliefs about people’s ability to recruit and compre-
hend the relevant information, and policies governing 
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living wills reflect assumptions about our ability to an-
ticipate the relevant circumstances. When competence 
is underestimated, they argue, people’s freedom to 
make their own decisions may be needlessly curtailed, 
whereas when competence is overestimated, they 
may be denied important protections. The chapter  
considers several applications to risk- related decisions 
in U.S. policy contexts (including drugs, pathogens, 
and contaminants) in its attempt to offer a general 
approach to assessing and, where possible, improving  
individuals’ competence to make the requisite decisions.

In his chapter on misfearing and cost- benefit anal-
ysis, Cass Sunstein argues in support of cost- benefit 
analysis as a way of counteracting the problem of mis-
fearing, that is, people’s tendency to misperceive risks. 
Whereas cost- benefit analysis is often justified on con-
ventional economic grounds, as a way of preventing 
inefficiency, Sunstein argues for it on grounds associ-
ated with cognitive and social psychology, including 
concepts such as availability and salience, informa-
tional and reputational cascades, intense emotional 
reactions, motivated reasoning, and causal misattri-
bution, all of which can lead people to be afraid of 
fairly trivial risks and neglectful of serious ones. Such 
misfearing, Sunstein suggests, plays a significant role 
in public policy because of the power of self- interested 
private groups and ordinary political dynamics. And 
when misallocations of public resources result from 
misfearing and associated problems, cost- benefit 
analysis can operate as a corrective, a way of ensuring 
better priority setting and of overcoming behavioral 
obstacles to desirable regulation.

Behavioral Economics and Finance

Behavioral research in economics and finance has ex-
plored the systematic ways in which people’s prefer-
ences are in tension with standard assumptions un-
derlying the classical theories of choice. Among other 
things, people tend to focus on perceived departures 
from the status quo rather than on final assets, they 
exhibit unstable discount rates, and they tend to be 
loss averse— the dread of losses is greater than the sa-
voring of equivalent gains. Intangibles such as fair-
ness and inertia matter a lot, and decisions are often 
made “locally,” with much reliance on features that 
loom large at the moment, often at the expense of 
long- term objective outcomes. All this puts a greater 
burden on policy design, since minor and normatively 
inconsequential changes can make the difference be-
tween policies that succeed and those that fail.

This type of analysis, in the context of retirement 
saving plans, is illustrated by Shlomo Benartzi, 
Ehud Peleg, and Richard Thaler, who apply behav-
ioral principles to the study of the choices made by 

employees saving for retirement. Exploring notions 
ranging from decision inertia and nominal loss aver-
sion to discounting and the synchronization of saving 
increases with pay raises, they show how supposedly 
minor details in the architecture of retirement plans 
can have dramatic effects on investment decisions and 
savings rates. More generally, they suggest, such in-
sights into the architecture of decision have the po-
tential to help people make better decisions, a theme 
Thaler returns to in a chapter with Balz and Sunstein 
later in the book.

Applying a behavioral economic analysis to em-
ployment law, Christine Jolls considers the lessons 
of behavioral analysis for legal requirements and rules 
that govern employer- employee relationships, ranging 
from wage payment and pension regulation to mini-
mum wages, mandated health insurance, workplace 
leave, and discrimination laws. The effects of employ-
ment law, Jolls argues, turn in significant part on peo-
ple’s behavior in employment settings, which can be 
illuminated by consideration of bounded willpower, 
bounded self- interest, and bounded rationality. Thus, 
errors in intuitive judgment have implications for em-
ployment discrimination law, and different rules may 
prove more effective in encouraging retirement saving 
by individuals with bounded willpower. Furthermore, 
a “fairness dynamic”— one in which employers 
choose to pay employees more than the minimum 
they would accept and employees respond by work-
ing harder than they otherwise would— has implica-
tions for minimum wage regulation. The employment 
relationship, Jolls concludes, is one of life’s most im-
portant relationships, and it can greatly benefit from a 
behavioral economic perspective.

In their chapter on decision making and policy 
in contexts of poverty, Sendhil Mullainathan and  
Eldar Shafir present a behaviorally motivated frame-
work for understanding the decisions of the poor. 
Motivated by empirical insights on judgment and 
decision making that are supplemented by lessons 
from social and cognitive psychology, they ask how 
we might explain behaviors in poverty and how might 
similar behaviors have different consequences when 
people are poor. They conclude with recent work 
in which poverty is viewed as a context that creates 
unique challenges for the human psyche, above and 
beyond budgetary woes. Poverty itself, according to 
Mullainathan and Shafir, generates specific psycho-
logical responses that are endemic to functioning 
with little slack and with constant vigilance and that 
can lead to distraction, miscalculation, and depletion. 
This, they propose, suggests new approaches to policy 
making that are focused on programs that foster sta-
bility and give people the financial and psychic steadi-
ness needed to build more robust economic lives.
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Behavior change

Subtle changes in the context of decision can have 
a significant, and normatively unexpected, impact on 
the course of action taken. And this has important 
implications for the familiar tension between inten-
tion and action. In the face of contextual obstacles 
(which can range from transportation to shame to 
forgetfulness), people can fail to act even when they 
have a strong intention to do otherwise. In contrast,  
when the context is designed to facilitate certain ac-
tions, those actions might be taken even when resolve 
is not terribly high. Contextual cues and interven-
tions, incentives, and decision aids, sometimes quite 
subtle and limited in scope, can have substantial im-
pact even in contexts where preferences otherwise ap-
pear clear and strong. This, of course, only increases 
the onus on policy makers to construct and imple-
ment policies that are behaviorally insightful and thus 
more likely to have the desired effects. It also sug-
gests that at times the passage from a policy that is 
not working to one that does may require different, 
and perhaps more nuanced (and affordable), changes, 
ones that address how people construe a problem and 
what that construal leads them to do.

In their chapter on the psychological levers of be-
havior change, Dale Miller and Deborah Prentice 
focus on circumstances in which policy makers wish 
to help people change their behavior in ways that align 
with these people’s own long- term interests and stated 
wishes. Miller and Prentice analyze the capacity of 
various interventions to move people toward desirable 
behavior and away from undesirable behavior, with 
a special emphasis on the psychological constructs 
and processes that produce behavior change. Among 
other things, they illustrate ways in which economic 
and psychological incentives can combine in complex 
ways, producing counterintuitive effects from eco-
nomic taxes and subsidies. They outline how efforts to 
change behavior must begin with a careful analysis of 
the motivational dynamics bearing on the status quo 
and the levers that can be used to change them.

In his chapter, “Turning Mindless Eating into 
Healthy Eating,” Brian Wansink considers some of 
the basic processes behind a variety of environmen-
tal factors that influence food consumption. Package 
size, plate shape, lighting, socializing, and the vis-
ibility, variety, size, and accessibility of food are only 
some of the environmental factors that influence the 
volume of food consumed and are considered likely to 
have contributed to an ever- widening obesity prob-
lem in many places. Understanding these drivers of 
consumption volume has immediate implications for 
nutrition education and consumer welfare, but educa-
tion and increasing awareness are unlikely to be the 

solutions, Wansink argues, because the effects occur at 
perceptual levels of which we are not aware. Instead, 
he lists some behaviorally informed principles that 
academics, industry, and government can use when 
partnering to make tangible health- related changes in 
the lives of individuals.

In “A Social Psychological Approach to Edu-
cational Intervention,” Julio Garcia and Geoffrey 
Cohen focus on the psychological causes of academic 
underperformance, particularly the racial achievement 
gap observed in American schools. Among others, 
they describe psychological interventions that focus 
on the presence of an “identity threat” and that when 
systematically applied have been found to close the 
achievement gap. At the heart of their analysis is the 
notion of the classroom as a tension system in which 
various factors, both structural and psychological, 
interact to produce an environment that elicits a set 
of attitudes, behaviors, and performance. By height-
ening the impact of factors facilitating performance 
or lessening the impact of factors that impede it, 
interventions can alter students’ psychological envi-
ronments. This analysis leads Garcia and Cohen to 
conclude that well- timed interventions targeting im-
portant psychological processes can produce effects 
on performance that appear disproportionately large. 
Throughout, they discuss the implications for social 
policy that follow from their approach.

improving decisions

Systematic tendencies, ranging from an inadequate 
weighing of likelihoods to excessive discounting of 
the future to an inability to simulate future feelings, 
can all interfere with the making of optimal decisions. 
Furthermore, limited mental resources and attention 
have important implications for people’s abilities to 
budget, save, invest in mitigation against natural di-
sasters, or bother to develop a long- term collective 
perspective. What repeatedly emerges as important is 
not sheer human ability, which can be impressive, but 
the fact that intuition, attention, and understanding 
can be tapped into in ways that are less or more likely 
to succeed. The contributions that follow consider 
behaviorally informed ways in which policy makers 
might help people reach better decisions, individually 
and collectively.

Going beyond issues of mere comprehension, 
Peter Ubel considers the use of medical decision aids 
to improve people’s “preference sensitive decisions,” 
where the decision maker, when left to her own de-
vices, might not make the right choice. In particular, 
what is envisioned is a neutral party to help the patient 
make a decision consistent with her underlying goals 
and preferences. Experts on decision aids, Ubel argues,  



8   •   introduction

have typically assumed that if you give decision makers 
full information and the freedom to choose, they will 
experience reduced conflict and higher satisfaction 
and will make decisions that reflect their true prefer-
ences. Instead, he suggests, decision counselors need 
to go beyond increased comprehension and conflict 
reduction, in light of much evidence showing that 
people who comprehend their options nevertheless 
can make bad decisions, and that good decisions can 
still leave people deeply conflicted. Toward that end, 
Ubel evaluates the strengths and weaknesses of several 
criteria by which to determine whether a structured 
decision aid has helped people make good preference- 
sensitive decisions.

In their chapter, “Using Decision Errors to Help 
People Help Themselves,” George Loewenstein, 
Leslie John, and Kevin Volpp argue that having 
identified a variety of systematic decision errors, be-
havioral researchers are in a good position to provide 
policy solutions that make use of those same errors 
to people’s benefit. They show how a wide range 
of decision phenomena that are typically viewed as 
errors— including the status quo and default bias, loss 
aversion, overoptimism, and nonlinear probability 
weighting, among others— can be exploited to help 
people accomplish their goals, ranging from saving 
money and losing weight to drug adherence and 
charitable giving. They also consider whether such er-
rors could be exploited to deal with broader societal 
problems such as global warming. There are, accord-
ing to Loewenstein, John, and Volpp, many economic 
entities that exploit consumers’ mistakes. Instead of 
leaving consumers to fend for themselves, we ought 
to harness the same errors that are regularly used to 
exploit them to instead help make people better off.

In her chapter exploring the insights of behavioral 
decision research for better environmental decisions, 
Elke Weber starts by outlining the logic of environ-
mental policy decisions, which typically include social 
and economic dimensions, considerations of fairness 
or equity and considerable uncertainty involving in-
tertemporal tradeoffs and which require foresight, pa-
tience, and persuasion. Because environmental goods 
like clean air, drinkable water, and species diversity are 
common- pool resources, rational analysis essentially 
prescribes shortsighted behaviors even if more long- 
sighted and cooperative solutions are socially desir-
able. Informed by social cognition and behavioral 
decision research, Weber argues that insights into 
unconscious and social inferential and decision pro-
cesses, as well as into people’s limitations in attention, 
memory, and information processing, can help guide 
the design of more promising environmental policies. 
Behaviorally informed considerations, she argues, 
suggest that people might be induced to act in more 

collective ways that increase their own long- term ben-
efits, as long as we are able to shape their decision 
environment in ways that facilitate environmentally 
sustainable behaviors.

In their chapter on overcoming decision biases 
to reduce losses from natural catastrophes, Howard 
Kunreuther, Robert Meyer, and Erwann Michel- 
Kerjan describe the recent trend of escalating losses 
from natural hazards. They attribute this to an interplay 
of economic and behavioral factors: increased levels of 
assets placed in harm’s way often without adequate 
investments in mitigation, along with a tendency to 
underattend to low- probability, high- consequence 
risks and to underappreciate the benefits of long- term 
investments in protection. The result is an accelerat-
ing spiral of risk taking, where the rate of economic 
development in high- risk areas outpaces investment in 
technologies intended to protect those developments. 
Kunreuther, Meyer, and Michel- Kerjan consider some 
of the behavioral drivers of this mismatch, and how 
taking these into account might help devise instru-
ments (such as long- term insurance policies coupled 
with home improvement loans to induce investment 
in cost- effective mitigation measures) that can help 
reduce losses from future natural disasters.

decision contexts

The concluding three chapters explore several impor-
tant features of contextual design— defaults, choice ar-
chitecture more generally, and behaviorally informed 
regulation— all of which, it is argued, can aid in the 
implementation of improved policies. In “Decisions 
by Default,” Eric Johnson and Daniel Goldstein 
draw on a variety of policy domains to illustrate the 
power of defaults and then explore some of the psy-
chological mechanisms that underlie these effects. 
From insurance and organ- donation decisions to re-
tirement savings and internet privacy settings, chang-
ing a no- action default can be highly effective com-
pared to economic incentives or extensive educational 
or persuasion campaigns designed to influence people 
to make active decisions. Guided by the realization 
that each kind of default has costs and benefits and 
by considerations of ethics and effectiveness, Johnson 
and Goldstein discuss the importance to policy mak-
ers of understanding defaults and suggest conditions 
when different kinds of default arrangements— forced 
choice; mass defaults; random, smart, or personalized 
defaults— might be advisable.

In their chapter on choice architecture, Richard 
Thaler, Cass Sunstein, and John Balz consider deci-
sion makers, who— like all of us, if you believe the be-
havioral findings— function in an environment where 
many features, noticed and unnoticed, can influence 
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the decisions that they make. Those who shape the 
decision environment, in this case the policy makers, 
are the “choice architects.” Thaler, Sunstein, and Balz 
analyze some of the tools that are available to choice 
architects, such as creating defaults, expecting errors, 
understanding mappings, giving feedback, structur-
ing complex choices, and creating incentives. Their 
goal is to show how choice architecture can be used 
to help nudge people to make better choices (often as 
judged by themselves) without forcing the intended 
outcomes upon anyone, a philosophy they call liber-
tarian paternalism.

Finally, looking at behaviorally informed regula-
tion, Michael Barr, Sendhil Mullainathan, and 
Eldar Shafir propose a regulatory framework based 
on insights from behavioral economics and industrial 
organization in which outcomes are an equilibrium 
interaction between individuals with specific psy-
chologies and firms that respond to those psycholo-
gies within specific market contexts (in contrast to the 
classic model, which assumes an interaction between 
rational choice and market competition). The intro-
duction of a richer psychology, Barr, Mullainathan, 
and Shafir propose, complicates the impact of com-
petition. It suggests that firms compete based on how 
consumers respond, and competitive outcomes may 
not always align with increased consumer welfare. 
Regulation must then address failures in this equilib-
rium. For example, in some contexts market partici-
pants will seek to overcome common human failings 
(as for example, with undersaving), whereas in other 
contexts market participants will seek to exploit them 
(as with overborrowing). Barr et al. discuss specific 
applications and illustrate, among other things, how 
a behaviorally informed regulatory analysis could im-

prove policy makers’ understanding of the costs and 
benefits of specific policies.

commentaries

The volume concludes with a series of commentar-
ies from scholars in four disciplines— philosophy, 
economics, medicine, and law. These scholars’ main 
lines of research lie outside the behavioral arena, 
but they all have had a longstanding interest in be-
havioral applications and took it upon themselves to 
comment on issues raised in this volume, particularly 
as they interact with their own disciplinary ways of 
thinking. William Congdon considers some of the 
ways in which the behavioral perspective can inform 
economic policy; Donald Redelmeier looks at the 
ways in which behavioral insights might inform health 
care policy; Paul Brest focuses his attention on issues 
surrounding the potential debiasing of policy makers 
and lawmakers; and Judith Lichtenberg aims a philo-
sophical lens at issues of paternalism, manipulation, 
and the extent to which behaviorally informed policy 
making may be good for people.

In the chapters that follow, more than fifty scholars 
will tell you about a rich body of research conducted 
over the past three to four decades that has changed 
the way we understand people. They will consider 
several implications of the research findings, and they 
will suggest many ways in which our new understand-
ing, this new view of the human agent, might help 
design and implement better public policy. We hope 
that you find this exposition of the behavioral founda-
tions of policy productive and illuminating and that 
you will use it to create new policies that further im-
prove human welfare.





Chapter 1

The Nature of Implicit Prejudice
Implications for Personal and Public Policy

CurtIs D. HarDIn

MaHzarIn r. BanajI

Some fifty years ago in Arkansas, nine black students 
initiated a social experiment with help from family, 
friends, and armed National Guards. Their success-
ful attempt to desegregate Little Rock’s Central High 
School following the decision in Brown v. Board of 
Education is among the most momentous events in 
America’s history, leaving no doubt about its historic 
importance and the significance of its impact on pub-
lic policy. Nevertheless, as many have noted, even at 
the beginning of the twenty- first century, a blatant de 
facto segregation in living and learning persists and 
in some circumstances has intensified (e.g., Orfield, 
2001). The American experiment in desegregation is 
a reminder that public policies, however noble in in-
tent, may not realize their aspirations if they do not in-
clude an understanding of human nature and culture. 
In other words, they cannot succeed if they are not 
founded on relevant scientific evidence, which reveals 
the nature of the problem, the likely outcomes, and 
how social transformation can best be imagined. As 
an example of the importance of basing policy in sci-
ence, there is the research of Robert Putnam showing 
the unsavory result that ethnic diversity may actually 
increase social distrust. As the ethnic diversity by zip 
code increases, so does mistrust of one’s neighbors, 
even same- ethnicity neighbors (Putnam, 2007). The 
naive optimism that diversity will succeed in the ab-
sence of a clear understanding of the dynamics of so-
cial dominance and intergroup relations is challenged  
by these and other similar revelations (e.g., Shelton, 
Richeson, and Dovidio, this volume). Hence, even  
well- intentioned public policies are unlikely to yield 
positive outcomes unless they are grounded in the 
best thinking available about how people actually 
think and behave. Sadly, this has not been the case, 
both because policy makers are not sufficiently re-
spectful of the importance of science as the guide 
to social issues and because academic scientists resist 
imagining the policy implications of their evidence.

In this chapter, we address the topics of stereotyp-
ing and prejudice, staying firmly within the bounds 
of what science has demonstrated. However, in 
keeping with the mission of this book, we spell out 
what we see to be some obvious, and also some less 
obvious, tentacles to questions of public policy. We 
posed the following questions to ourselves: What 
are the broad lessons learned that have changed our 
understanding of human nature and social relations 
in recent decades? In what way does the new view 
run counter to long- held assumptions? How should 
policy involving intergroup relations proceed in light 
of these discoveries? And, can we speak about “per-
sonal policies” that may emerge from the education 
of individuals about the constraints and flexibility of 
their own minds while also considering the notion of 
policy in the usual “public” sense? Our contention is 
that personal and public policy discussions regarding 
prejudice and discrimination are too often based on 
an outdated notion of the nature of prejudice. Most 
continue to view prejudice as it was formulated gener-
ations ago: negative attitudes about social groups and 
their members rooted in ignorance and perpetuated 
by individuals motivated by animus and hatred. The 
primary implication of the old view was that prejudice 
is best addressed by changing the hearts and minds of 
individuals, for good- hearted people will think well of 
others and behave accordingly. However, research in 
recent years demonstrates that the old view of preju-
dice is incomplete, even dangerously so. Staying with 
it would lead to policy choices that might be ineffec-
tual, or worse. Staying with it would be akin to ignor-
ing the evidence on smoking and cancer.

How has the scientific understanding of preju-
dice changed? In short, we now know that the op-
eration of prejudice and stereotyping in social judg-
ment and behavior does not require personal animus, 
hostility, or even awareness. In fact, prejudice is often 
“implicit”— that is, unwitting, unintentional, and  
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uncontrollable— even among the most well- intentioned  
people (for a review, see Dovidio and Gaertner, 2004).  
Moreover, although the discovery of implicit preju-
dice initially brought with it an assumption that it 
might be unavoidable (e.g., Bargh, 1999; Devine, 
1989; Dovidio et al., 1997), research demonstrates 
that, although it remains stubbornly immune to in-
dividual efforts to wish it away, it can be reduced 
and even reversed within specific social situations 
through sensible changes in the social environment 
(e.g., Lowery, Hardin, and Sinclair, 2001; Rudman, 
Ashmore, and Gary, 2001). In sum, in addition to 
the real problems that malicious “bad apples” pose 
for social policy, research demonstrates that prejudice 
also lives and thrives in the banal workings of nor-
mal, everyday human thought and activity. In fact, an 
overemphasis on the bad apples may well be detri-
mental to considerations of policy because it assumes 
the problem of prejudice to be that of the few rather 
than that of the many (Banaji, Bazerman, and Chugh, 
2003).

We believe that the new understanding of preju-
dice that has evolved over the past three decades in-
vites a transformation of the public debate regarding 
how the problem of prejudice may be productively 
addressed. Hence, this chapter will review the re-
search that has so dramatically changed the contem-
porary understanding of the nature of prejudice, 
with an emphasis on research demonstrating (a) the 
existence of implicit prejudice, (b) the ubiquity of im-
plicit prejudice and its consequences, (c) principles by 
which the operation of implicit prejudice may be in-
fluenced, and (d) the policy changes implied by a rec-
ognition of what the mind contains and is capable of. 
In so doing, we argue that although implicit prejudice 
has disturbing consequences for social judgment and 
behavior, potential solutions may arise in part from a 
reconceptualization of prejudice— less as a property 
of malicious individuals and more as a property of the 
architecture of cognition and known mechanisms of 
social learning and social relations.

The Nature of Implicit Prejudice

The discovery that prejudice can operate unwittingly, 
unintentionally, and unavoidably emerged from sev-
eral related developments in psychology, sociology, 
economics, and political science. Most politically 
salient was the persistence of social, economic, and 
health- related racial discrimination despite an in-
creasing unwillingness, during the late- twentieth 
century, of Americans to consciously endorse “ex-
plicit” racist attitudes (e.g., Bobo, 2001; Dovidio, 
2001; Sniderman and Carmines, 1997). Although 

the observation of dissociations between explicit in-
tergroup attitudes and intergroup discrimination was 
hardly unprecedented (e.g., Allport, 1958; La Pierre, 
1934), it was met with an increasing interest in assess-
ing political attitudes unobtrusively, either to circum-
vent the role of social desirability in attitude expres-
sion (e.g., Crosby, Bromley, and Saxe, 1980; Fazio et 
al., 1995; Word, Zanna, and Cooper, 1974), or to ad-
dress the possibility that the psychology of prejudice in 
the United States had evolved into more sublimated, 
symbolic, or otherwise less deliberately hostile forms 
(e.g., Dovidio and Gaertner, 2004; Jackman, 1994; 
Sears and Henry, 2005). Equally important, develop-
ments within the information- processing paradigm of 
psychology made the study of implicit cognition— 
including automatic, implicit prejudice— both newly 
possible and theoretically coherent (e.g., Banaji and 
Greenwald, 1994; Bargh, 1999; Greenwald and 
Banaji, 1995). Finally, the social- psychological inter-
est in implicit prejudice resonated with a broader in-
terdisciplinary appreciation across the brain sciences 
of the variety, sophistication, and richness of infor-
mation processing that occurs outside the window 
of conscious deliberation, indicating, among many 
other things, that prejudice is hardly the only kind of 
thinking largely implicit in nature (e.g., French and 
Cleeremans, 2002).

the discovery of implicit Prejudice

The discovery and identification of implicit preju-
dice as consequential, ubiquitous, and distinct from 
“explicit,” or conscious, endorsement of prejudiced 
attitudes has now been firmly established by decades 
of research, hundreds of studies, thousands of par-
ticipants from around the world, and a variety of 
research methodologies. Implicit prejudice was cap-
tured initially in two basic experimental paradigms 
that emerged from the information- processing nexus 
of cognitive and social psychology— one demonstrat-
ing the effects of concepts made implicitly salient 
through experimental manipulation, and the other 
demonstrating the existence and correlates of implicit 
semantic associations.

The effects of cognitively salient concepts on so-
cial judgment were initially captured in now- classic 
experiments demonstrating that evaluations of social 
targets are implicitly influenced by recent exposure 
to judgment- related information (Higgins, Rholes, 
and Jones, 1977; Srull and Wyer, 1979). Although 
interdisciplinary consensus about the importance of 
implicit cognition exhibited by this research tradi-
tion had been building for many years, its applica-
tion to stereotyping was captured in Patricia Devine’s 
iconic paper (1989), which marked the beginning of a 
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paradigm shift in the social- psychological understand-
ing of stereotyping and prejudice more generally.1

In the critical experiment, participants evaluated a 
hypothetical person named “Donald” as more hostile 
if they had been subliminally exposed to a large versus 
a small proportion of words related to common U.S. 
stereotypes of African Americans. The finding was 
striking because it suggested that crude stereotypes 
could operate unintentionally and outside conscious 
awareness to influence social judgment, and it was 
disturbing because it showed that implicit stereotyp-
ing occurred to an equal degree whether participants 
explicitly endorsed racist attitudes or not.

This basic paradigm has since been used in scores 
of experiments that confirm the implicit operation 
of prejudice and stereotyping in social judgment in-
cluding, but not limited to, ethnicity and race (e.g., 
Dovidio et al., 1997), gender (e.g., Rudman and 
Borgida, 1995), and age (e.g., Levy, 1996). As an ex-
ample of the existence of implicit gender stereotypes, 
women but not men were judged as more dependent 
after recent exposure to female stereotypes, and men 
but not women were judged as more aggressive after 
exposure to male stereotypes (Banaji, Hardin, and 
Rothman, 1993). The effects of stereotype salience 
were equally large for women and men, regardless of 
the levels of explicit prejudice. In sum, research in this 
tradition suggests that mere knowledge of a stereo-
type can influence social judgment regardless of ex-
plicit intentions and regardless of the social category 
of the one doing the stereotyping.

Research demonstrating the implicit influence 
of cognitively salient stereotypes in social judgment 
has been complemented by research in the second 
paradigm that establishes the extent to which ste-
reotyping and prejudice operate as webs of cognitive 
associations. Like Freud’s discovery that mental ar-
chitecture is revealed by quantifying what most easily 
comes to mind given targeted conceptual probes, the 
notion was initially captured in now- classic experi-
ments showing that judgments on “target” words are 
faster if they are immediately preceded by brief expo-
sure to semantically related, as opposed to unrelated, 
“prime” words (e.g., Meyer and Schvaneveldt, 1971; 
Neely, 1976, 1977). These semantic relations are now 
known to be highly correlated with those identified 
in free- association tasks (for a review see Ratcliff and 
McKoon, 1994). Extensive research demonstrates 
that a variety of social beliefs and attitudes function 
as semantic and evaluative associations across several 
procedural variations, including conditions in which 
the prime words are exposed too quickly for peo-
ple to see (for reviews see Fazio, 2001; Greenwald 
and Banaji, 1995). For example, simple judgments 
about target female pronouns were faster after brief 

exposure to prime words either denotatively or con-
notatively related to women (e.g., lady, nurse) than 
words related to men (e.g., gentleman, doctor), and 
judgments about male pronouns were faster after ex-
posure to prime words related to men than women 
(Banaji and Hardin, 1996; Blair and Banaji, 1996). 
Similarly, people were faster to judge words associ-
ated with negative stereotypes of African Americans 
after exposure to black faces than to white faces (e.g., 
Dovidio, Evans, and Tyler, 1986; Dovidio et al., 
1997; Wittenbrink, Judd, and Park, 1997). Such re-
sults have been taken to demonstrate the automatic 
nature of beliefs or stereotypes when they capture as-
sociations between social groups and their common 
stereotypes, and have been used to demonstrate the 
automatic nature of attitudes or preferences when 
they capture associations between social groups and 
common evaluations of them.

Research in this tradition suggests the ubiquity 
with which common prejudice and stereotyping oper-
ates among all kinds of people along lines laid down 
by extant social relations on a variety of dimensions. 
These include, but are not limited to, ethnicity and 
race (e.g., Nosek, Banaji, and Greenwald, 2002a), 
gender (e.g., Banaji and Hardin, 1996), sexual ori-
entation (e.g., Dasgupta and Rivera, 2008), body 
shape (e.g., Bessenoff and Sherman, 2000), the el-
derly (Perdue and Gurtman, 1990), and adolescents 
(Gross and Hardin, 2007). Implicit prejudice of this 
kind develops early in children across cultures (e.g., 
Baron and Banaji, 2006; Dunham, Baron, and Banaji, 
2006, 2007) and appears to involve specific brain 
structures associated with nonrational thought (e.g., 
Cunningham, Nezlek, and Banaji, 2004; Lieberman, 
2000; Phelps et al., 2000).

characteristics of implicit Prejudice

Although the identification of the course, conse-
quences, and nature of implicit prejudice continues 
to evolve in research spanning disciplines, research 
methodologies, and specific social categories, its fun-
damental characteristics are now firmly established. 
Implicit prejudice (a) operates unintentionally and 
outside awareness, (b) is empirically distinct from 
explicit prejudice, and (c) uniquely predicts conse-
quential social judgment and behavior. Underlying 
all claims about the operation of implicit prejudice is 
the fact that the implicit operation of stereotypes and 
prejudice is robust and reliably measured, as indicated 
by hundreds of published experiments (e.g., Banaji, 
2001; Greenwald and Banaji, 1995). In addition, re-
search shows that implicit prejudice is subject to social 
influence, a finding that is important to public policy 
considerations, although the immediate operation of  
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implicit prejudice is difficult, if not impossible, to con-
trol through individual volition.

The most important characteristic of implicit prej-
udice is that it operates ubiquitously in the course of 
normal workaday information processing, often out-
side of individual awareness, in the absence of per-
sonal animus, and generally despite individual equa-
nimity and deliberate attempts to avoid prejudice (for 
reviews see Devine, 2005; Dovidio and Gaertner, 
2004). Evidence of this process includes experiments 
demonstrating that social judgment and behavior is 
affected in stereotype- consistent ways by unobtrusive, 
and even subliminal, manipulations of stereotype sa-
lience. Typically in these kinds of experiments, par-
ticipants attempt to be fair and unbiased and, more-
over, exhibit no evidence of knowing that their recent 
experience included exposure to stereotypes used in 
their evaluations. Experiments that manipulate ste-
reotype salience subliminally through extremely rapid 
exposure to words or images make the case especially 
strongly (for reviews see Bargh, 1999; Devine and 
Monteith, 1999). Interestingly, implicit prejudice of 
this kind appears to operate regardless of the personal 
characteristics of research participants, including par-
ticipant social category, and regardless of individual 
differences in related explicit attitudes and implicit at-
titudes. The implication is that anyone who is aware of 
a common stereotype is likely to use it when it is cog-
nitively salient and relevant to the judgment at hand  
(e.g., Hardin and Rothman, 1997; Higgins, 1996).

Complementary evidence that prejudice operates 
implicitly comes from research using measures of au-
tomatic cognitive association, including serial seman-
tic priming paradigms (e.g., Blair and Banaji, 1996), 
subliminal serial priming paradigms (e.g., Fazio et al., 
1995), and startle responses (e.g., Amodio, Harmon- 
Jones, and Devine, 2003), as well as behavioral in-
terference paradigms like Stroop tasks (e.g., Bargh 
and Pratto, 1986; Richeson and Trawalter, 2005) 
and implicit association tasks (IAT; e.g., Greenwald, 
McGhee, and Schwartz, 1998). Hundreds of experi-
ments using these measures suggest that people are 
generally surprised to learn that they have implicit 
prejudices.

A second major characteristic of implicit preju-
dice is that it is difficult for individuals to deliberately 
modulate, control, or fake (for reviews see Devine and 
Monteith, 1999; Dovidio, Kawakami, and Gaertner, 
2002; Greenwald et al., 2009). Experiments like 
Devine’s (1989), which demonstrate implicit preju-
dice through subliminal, unconscious manipulations 
of stereotype salience, by design preclude individual 
awareness and control, thereby demonstrating that 
immediate conscious awareness of stereotyped infor-
mation is formally unnecessary to produce implicit 

stereotyping. Similar experiments that manipulate 
stereotype salience through recent conscious expo-
sure to stereotyped information suggest that implicit 
stereotyping can occur through the kind of mere ex-
posure to stereotyped information that occurs in the 
hurly- burly of everyday life in societies that are orga-
nized around race, class, and gender (e.g., Rudman 
and Borgida, 1995). Moreover, research expressly 
designed to test the success of individuals to control 
or fake their levels of implicit prejudice as assessed by 
measures of association show that it is extremely dif-
ficult or impossible to do so (Bielby, 2000), whether 
attitudes are about gays (e.g., Banse, Seise, and 
Zerbes, 2001), ethnic groups (e.g., Kim, 2003), or 
gender (e.g., Blair and Banaji, 1996).

Independent of individual attempts to control the 
operation of implicit prejudice, research shows that it 
is nearly impossible to consciously correct for effects 
of implicit prejudice (for one review see Wegener and 
Petty, 1997). To do so, one must be in the unlikely 
circumstance of having all at once (a) knowledge that 
implicit prejudice is operating, (b) both the motiva-
tion and cognitive capacity to control it, and perhaps 
most unlikely of all, (c) precise knowledge of the mag-
nitude and direction of the correction needed (e.g., 
Bargh, 1999; Fazio and Towles- Schwen, 1999). For 
example, although individual differences in explicit 
prejudice predict the overt interpersonal friendliness 
of whites toward blacks, it is individual differences 
in implicit prejudice that predicts the nonverbal be-
havior of whites, which is the behavior that, in turn, 
predicts black attitudes toward whites (e.g., Dovidio, 
Kawakami, and Gaertner, 2002).

The third critical characteristic of implicit preju-
dice is that it is empirically distinct from explicit 
prejudice, including activating distinctive regions of 
the brain (Cunningham, Nezlek, and Banaji, 2004). 
Although explicit attitudes are often uncorrelated 
with the implicit operation of prejudice (e.g., Devine, 
1989; Fazio and Olson, 2003) and implicit preju-
diced associations (e.g., Gross and Hardin, 2007), 
correlations between implicit and explicit attitudes 
actually vary widely across studies (e.g., Hofmann et 
al., 2005; Nosek, 2005). A picture of when and why 
implicit and explicit attitudes are likely to be dissoci-
ated has begun to emerge. Baldly explicit prejudice on 
the basis of race and gender often conflicts with social 
norms of equity and justice and hence is a domain 
in which implicit- explicit attitude dissociations often 
occur. In contrast, in domains in which explicit at-
titudes do not conflict with consensual social norms, 
implicit and explicit attitudes are often correlated 
(e.g., Gawronski, 2002; Greenwald et al., 2009). For 
example, implicit prejudice is correlated with amyg-
dala activation (Cunningham, Nezlek, and Banaji, 
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2004; Phelps et al., 2000), and explicit prejudice is 
more strongly correlated with prefrontal cortex acti-
vation (Cunningham et al., 2004; see also Amodio 
et al., 2004). Most importantly, implicit prejudice 
uniquely predicts related attitudes and behavior over 
and above explicit prejudice and appears to be related 
to distinct families of social judgment and behavior. 
Implicit attitudes are associated relatively more with 
tacit learning, manipulations, and consequences, 
whereas explicit attitudes are relatively more associ-
ated with intentionally controllable behaviors and at-
titudes (e.g., Olson and Fazio, 2003; Spalding and 
Hardin, 1999).

Because the unique predictive validity of implicit 
prejudice is critical to appreciating its implications for 
policy choices, we now turn to a detailed discussion 
of this evidence in the context of policy implications.

Consequences and Social Control of  
Implicit Prejudice

The existence of implicit prejudice would be of little 
practical consequence if it were an unreliable predic-
tor of social judgment and behavior, particularly given 
the growing interest in its potential economic, labor, 
legal, and policy implications (e.g., Ayres, 2001; Banaji  
and Bhaskar, 2000; Banaji and Dasgupta, 1998; 
Chugh, 2004; Greenwald and Krieger, 2006; Jost 
et al., 2009; Kang and Banaji, 2006; Tetlock and 
Mitchell, in press). However, research demonstrates 
the consequential nature of implicit prejudice in a vari-
ety of domains, including health, job satisfaction, vot-
ing behavior, and social interaction. Our discussion of 
this evidence is organized around the two para digms 
that led to the discovery of implicit prejudice in the 
first place— the implicit effects of cognitively salient 
stereotypes and prejudice, and the predictive utility of 
implicit associations between social groups and their 
presumed characteristics.

implicit effects of cognitively accessible stereotypes 
and Prejudice

Perhaps the most disturbing aspect of implicit preju-
dice is that while cognitively salient stereotypes and 
prejudices operate outside of conscious awareness, 
they produce qualitative changes in social judgment 
and behavior. Across some two dozen experiments in 
which participants are presented with a series of images 
of social situations and instructed to as quickly and ac-
curately as possible “shoot” if the target is armed and 
“don’t shoot” if the target is unarmed, the finding 
is consistent: participants faster and more accurately 

shoot gun- toting black targets than white targets and 
faster and more accurately avoid shooting tool- toting 
white targets than black targets (e.g., Correll et al., 
2002; Correll, Urland, and Ito, 2006). The finding 
is obtained among both white and black participants 
alike, and even among professional police officers 
(Correll et al., 2007; Plant and Peruche, 2005; Plant, 
Peruche, and Butz, 2005). In a similar experimental 
paradigm in which participants were instructed to 
distinguish between weapons and hand tools, partici-
pants were faster to correctly identify weapons after 
exposure to black faces than to white faces but faster 
to correctly identify tools after exposure to white faces 
than to black faces (Payne, 2001). A follow- up study 
demonstrated that participants under time pressure 
were more likely to misidentify tools as guns after 
exposure to black faces but misidentify guns as tools 
after exposure to white faces (see also Govorun and 
Payne, 2006; Payne, Shimizu, and Jacoby, 2005), a 
finding that is obtained even among professional po-
lice officers (Eberhardt et al., 2004).

Such findings have important implications for po-
lice officers, given the broader finding that police con-
sistently use greater lethal and nonlethal force against 
nonwhite suspects than white suspects (e.g., for re-
views see U.S. Department of Justice, 2001; Geller,  
1982). Indeed, Los Angeles police officers judge 
ado lescents accused of shoplifting or assault more 
negatively and as more culpable when they have been 
subliminally exposed to words related to common ste-
reotypes about blacks than words that are not related 
to the stereotypes (Graham and Lowery, 2004).

The implicit use of common stereotypes is not lim-
ited to issues of race but is also seen in matters of age 
and in instances of gender bias. For example, the be-
havior of a seventeen- year- old (but not a seventy- one- 
year- old) toward a police officer is judged as more re-
bellious after the latter’s subliminal exposure to words 
related to common adolescent stereotypes than with 
exposure to words that are not, and the magnitude of 
the effect is unrelated to individual differences in ex-
plicit attitudes about adolescents (Gross and Hardin, 
2007). And, in a telling experiment involving ste-
reotypes commonly traded in mass media (e.g., beer 
ads featuring bikini- clad models), recent exposure to 
sexist versus nonsexist television advertisements was 
shown to cause men to (a) evaluate a job applicant 
as more incapable and unintelligent, (b) evaluate her 
as more sexually attractive and receptive, (c) make 
more sexual advances to her, and (d) evaluate her as 
more deserving of being hired (Rudman and Borgida, 
1995). Here, too, typical of experiments of this type, 
the effect of exposure to sexist ads was unqualified by 
individual differences in explicit endorsement of sexist 
beliefs and attitudes.
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Implicit prejudice and stereotyping is not limited 
to judgments of others, however, but also affects self- 
judgment and behavior, especially with regard to in-
tellectual performance. For example, Asian American 
women believe they are relatively better at math than 
verbal skills when they have identified their ethnic-
ity, but better at verbal than math skills when they 
have identified their gender (e.g., Sinclair, Hardin, 
and Lowery, 2006). Even more striking are findings 
that similar manipulations implicitly affect stereotype- 
related intellectual performance. Consistent with the 
respective stereotypes, blacks, but not whites, per-
form worse on GRE advanced exams when ethnic-
ity is salient (e.g., Steele and Aronson, 1995), and 
women, but not men, perform worse on GRE quan-
titative exams (Spencer, Steele, and Quinn, 1999),  
and worse on a logic task but not an identical ver-
bal task, when gender is salient (Cheung and Hardin, 
2010). Similarly, older, but not younger people, per-
form worse on memory tasks when age is salient (e.g., 
Levy, 1996), and students from low, but not high, 
socioeconomic backgrounds perform worse on in-
tellectual tasks when economic status is salient (e.g.,  
Croizet and Claire, 1998; Harrison et al., 2006). 
More over, gender and ethnic stereotypes can inter-
act to produce especially large decrements in the 
math and spatial performance of Latina women (e.g., 
Gonzales, Blanton, and Williams, 2002). Such per-
formance discrepancies are also evident via functional 
magnetic resonance imaging (fMRI) data. For exam-
ple, women not only perform worse on mental rota-
tion tasks when negative stereotypes are salient but 
performance decrements are correlated with greater 
activity in brain regions associated with emotion and 
implicit prejudice (Wraga et al., 2007).

Congruent with evidence discussed throughout 
this paper, the consequences of implicit prejudice to 
the self echo the principled operation of implicit prej-
udice more generally. Stereotypes are double- edged 
swords and hence can sometimes boost performance. 
For example, Asian American women perform better 
on quantitative tests when their ethnicity is salient 
than when their gender is salient (e.g., Shih, Pittinsky, 
and Ambady, 1999). Whether positive or negative, 
implicit stereotype threat effects emerge early in devel-
opment and appear with increasing strength through-
out elementary and middle school (e.g., Ambady et 
al., 2001). Finally, evidence suggests that these kinds 
of effects are more likely to occur when the relevant 
stereotypes are made salient in subtle ways rather 
than blatantly (Shih et al., 2002), congruent with our 
broader argument about the insidious role that im-
plicit prejudice plays in everyday social cognition and 
behavior.

implicit Prejudice as cognitive associations

Common stereotypes and prejudice not only affect 
social judgment and behavior implicitly, but several 
measures of implicit attitudes have been developed 
(for reviews see Olson and Fazio, 2003; Wittenbrink 
and Schwartz, 2007), and research based on hun-
dreds of studies shows that implicit attitude measures 
are stable over time, internally consistent, and reli-
ably predict related judgments and behaviors, includ-
ing political attitudes, voting, academic achievement 
scores, consumer preferences, social evaluation, hir-
ing decisions, and verbal and nonverbal affiliation (for 
reviews see Fazio and Olson, 2003; Nosek, 1995; 
Perugini, 2005). According to a recent meta- analysis 
(Greenwald et al., 2009), although implicit and ex-
plicit attitudes are commonly uncorrelated with each 
other, implicit measures are, on average, comparably 
correlated with criterion measures and usually more 
strongly correlated with measures of socially sensitive 
behavior than explicit measures. In short, where ste-
reotyping and prejudice are concerned, implicit mea-
sures generally predict behavior better than explicit 
measures.

Unlike explicit measures, in which predictive va-
lidity often declines substantially for socially sensitive 
criteria, the predictive validity of implicit measures 
typically does not. For example, in a study reported 
by Rudman and Ashmore (2007), implicit preju-
dice uniquely predicts self- reported hostile behavior 
among whites toward blacks, including ethnic slurs, 
ostracism, and verbal and physical abuse, and does so 
over and above explicit attitudes and prejudice. In a 
second study, implicit prejudice among whites toward 
Jews, Asians, and blacks was shown to predict prefer-
ences to de- fund campus organizations representing 
Jews, Asians, and blacks, respectively— again, over 
and above explicit attitudes and prejudice. Implicit 
prejudice can also predict prejudice- related judg-
ments when explicit attitudes do not, particularly in 
cases of intergroup relations (reviewed in Greenwald 
et al., 2009). For example, unlike explicit prejudice, 
implicit racial prejudice among whites predicts quick-
ness to perceive anger in black faces but not white 
faces (Hugenberg and Bodenhausen, 2003).

It is one thing for individual differences in implicit 
prejudice to predict attitudes and judgment, but it is 
quite another for it to predict behavior. Implicit at-
titudes predict nonverbal friendliness and discomfort 
of whites when interacting with blacks (Dovidio et 
al., 1997, 2002) and how positively blacks perceive  
whites with whom they interact (Dovidio, Kawakami, 
and Gaertner, 2002; Fazio et al., 1995; Sekaquaptewa 
et al., 2003). For example, in research particularly 
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telling for common educational and school situations, 
Richeson and Shelton (2005) found that in face- to- 
face interpersonal interactions, individual differences 
in implicit prejudice were more apparent to black than 
white perceivers and more apparent when whites in-
teracted with blacks than with other whites (see also 
Perugini, O’Gorman, and Prestwich, 2007; Ziegert 
and Hanges, 2005).

Implicit attitudes not only affect social judgment 
and behavior relative to others but also are important 
predictors of one’s own behavior and self- evaluation. 
For example, implicit, but not explicit, self- esteem 
predicts anxious behavior in self- threatening situa-
tions but not in unthreatening situations (Spalding 
and Hardin, 1999; see also Asendorpf, Banse, and 
Mucke, 2002; Egloff and Schmukle, 2002). Women 
who implicitly associate romance with chivalry report 
less interest in economic and educational achieve-
ment (Rudman and Heppen, 2003), and implicit dis-
sociations between the concepts of math and women 
predict lower quantitative SAT scores among women 
(Nosek, Banaji, and Greenwald, 2002b). Finally, a 
surprising number of African Americans exhibit im-
plicit preference for whites over blacks (e.g., Nosek, 
Banaji, and Greenwald, 2002a). Variability in implicit 
antiblack prejudice among African Americans pre-
dicts stated preferences for working with white versus 
black partners on intellectually demanding tasks and 
does so independently of explicit attitudes (Ashburn- 
Nardo, Knowles, and Monteith, 2003), a finding sug-
gesting that the general tendency to favor in- groups 
over out- groups may be trumped by implicit stereo-
types relevant to the task at hand (see also Rudman, 
Feinberg, and Fairchild, 2002).

Most of the research on the predictive validity of 
implicit prejudice discussed thus far involves under-
graduate participant samples in laboratory settings, 
yet one might rightly wonder whether implicit prej-
udice will matter in daily tasks, big and small. One 
reason to believe that it will is research showing that 
among people who have finished their formal educa-
tion, implicit attitudes predict behavior and judgment 
on dimensions that matter to people beside college 
students and do so on a variety of dimensions of un-
deniable real- world application. For example, implicit 
attitudes predict suicide attempts (Glashouwer et al., 
2010; Nock and Banaji, 2007; Nock et al., 2010), 
severity and treatment outcomes for phobia and panic 
disorders (e.g., Teachman, Marker, and Smith- Janik, 
2008; Teachman, Smith- Janik, and Saporito, 2007; 
Teachman and Woody, 2003), condom use (Marsh, 
Johnson, and Scott- Sheldon, 2001), smoking status 
(Swanson, Rudman, and Greenwald, 2001), alco-
hol consumption (Weirs et al., 2002), and consumer 

preferences for consumer goods like yogurt, bever-
ages, and fast- food restaurants (Maison, Greenwald, 
and Bruin, 2004). In addition, reductions in implicit 
romantic attraction predict the subsequent breakup 
of committed relationships (Lee, Rogge, and Reis, 
2010).

In addition to the large and growing literature 
demonstrating the predictive validity of measures of 
implicit attitudes in matters of everyday life, research 
shows that implicit prejudice predicts behavior out-
side the laboratory. For example, implicit preference 
among Swedish job recruiters for native Swedes over 
Arabs predicts interview preferences (Rooth, 2010). 
Overall, native Swedes were more than three times 
more likely to receive interview callbacks than equally 
qualified Arabs.

Several studies demonstrate that implicit preju-
dice predicts voting behavior, including the historic 
2008 election in which Barack Obama became the 
first African American to be elected president of 
the United States. For example, in the week before  
the election, implicit antiblack prejudice predicted in-
tention to vote for John McCain over Obama and 
did so independently of self- reported conservatism 
(Greenwald et al., 2009). Another study found that 
the degree to which participants implicitly associated 
America more with McCain than Obama predicted 
intention to vote for McCain (Devos and Ma, 2010).

Implicit prejudice not only predicts voting inten-
tions before elections but also reported voting be-
havior after elections. Voters were substantially less 
likely to report voting for Barack Obama, and exhib-
ited more negative attitudes toward health care re-
form, the greater their implicit prejudice (Knowles, 
Lowery, and Shaumberg, 2010), and, in a follow-
 up study conducted nearly a year after the election, 
implicit prejudice remained a significant predictor 
of negative attitudes toward Obama. Moreover, im-
plicit prejudice predicted negative attitudes about 
health- care reform when it was ascribed to Obama 
but not when the identical reform was ascribed to Bill 
Clinton. Similar findings have obtained in studies of 
the Italian electorate, as well (e.g., Arcuri et al., 2008; 
Galdi, Arcuri, and Gawronski, 2008; Roccato and 
Zogmaister, 2010).

Another area of society in which the real- world 
operation of implicit prejudice is implicated is in the 
practice of medicine, in which differential treatment 
as a function of ethnicity is a well- documented case 
in point. A recent study of emergency- room treat-
ment of more than 150,000 patients complaining 
of severe pain over a 13- year span found that whites 
were given powerful opioid pain killers more than 
blacks and Hispanics, with evidence suggesting that 
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the disparity is due more to undertreatment of mi-
norities rather than overtreatment of whites (Pletcher 
et al., 2008). Racial disparities are well documented 
for treatment of cardiovascular disease as well (for 
a review see Kressin and Petersen, 2001), including 
expensive treatments for acute myocardial infarction 
(e.g., Petersen et al., 2002).

New evidence suggests that at least one cause for 
such findings may be individual differences in im-
plicit prejudice among treating physicians. In a study 
that assessed both explicit and implicit attitudes to-
ward whites and blacks and treatment recommenda-
tions for hypothetical patients who differed only as 
a function of an experimental manipulation of race, 
emergency- room physicians exhibited strong implicit 
preference for whites over blacks, and also strong im-
plicit associations of blacks versus whites for being un-
cooperative, despite exhibiting no explicit preferences 
for whites or differences in cooperativeness between 
whites and blacks. Importantly, however, although 
explicit attitudes did not predict emergency treatment 
recommendations, implicit attitudes did. Greater im-
plicit prejudice predicted an increasing likelihood to 
treat whites and a decreasing likelihood to treat blacks 
exhibiting identical symptoms (Green et al., 2007). 
By extension, and perhaps unsurprisingly, implicit ra-
cial bias among physicians negatively predicts African 
American patient satisfaction with their physicians 
(Penner et al., 2010).

Consistent with laboratory findings suggesting 
that implicit attitudes should be uniquely strong pre-
dictors of counternormative behavior, implicit nega-
tive attitudes toward injection- drug users among drug 
and alcohol nurses who treat them predicts nurses’ 
stated intentions to leave drug and alcohol nurs-
ing, over and above relevant explicit attitudes (von 
Hippel, Brener, and von Hippel, 2008),2 corroborat-
ing laboratory demonstrations of the unique predic-
tive power of implicit measures when judgments are 
potentially nonnormative (Greenwald et al., 2009). 
In other words, although the medical model frames 
drug and alcohol abuse as an involuntary disease to 
be treated, and as such abusers should be worthy of 
sympathy, the day- to- day experience with a popula-
tion known to be difficult and challenging by a part of 
the medical community that is known to have a high 
job turnover rate may make expressly negative atti-
tudes about abusers counternormative. In addition, it 
is implicit prejudice (but not explicit prejudice) that 
mediates the well- documented relation between stress 
and intention to change jobs (von Hippel, Brener, 
and von Hippel, 2008).

In short, research demonstrating the real- world 
applicability of implicit attitudes continues to grow, 
and it is no longer credible to hide behind the view 

that the predictive validity of implicit prejudice on 
judgment and behavior is a quirk of the laboratory 
(see also Jost et al., 2009).

social control of implicit Prejudice

Given evidence that implicit prejudice is reliably 
captured and measured and that it is consequential, 
ubiquitous, and stubbornly immune to individual at-
tempts to control it, what hope is there for effective 
policy solutions? Although implicit prejudice presents 
challenges to public policy formulations based on 
outdated notions of the nature of prejudice, recent 
research shows that it behaves in predictable ways that 
conform to fundamental principles of social and cog-
nitive psychology. Implicit prejudice reflects stable so-
cial relationships and organization by reflecting social 
identities, group categorizations and status, as well as 
general preferences for the self, similar others, and in-
groups (e.g., Bosson, Swann, and Pennebaker, 2000; 
Greenwald, McGhee, and Schwartz, 1998; Spalding 
and Hardin, 1999). Moreover, evidence suggests 
that implicit prejudice is responsive to social dynam-
ics, including (a) relative intergroup status (e.g., 
Rudman, Feinberg, and Fairchild, 2002), (b) mini-
mal group categorization (Ashburn- Nardo, Voils, 
and Monteith, 2001), (c) chronic and temporary 
changes in the salience of prejudice- related informa-
tion (e.g., Dasgupta and Greenwald, 2001), and (d) 
friendly intergroup contact (e.g., Tam et al., 2006). 
Implicit prejudice can also increase and decrease as 
a function of conditioning that is consistent with the 
fundamentals of learning theory (e.g., Bargh, 1996; 
Fazio 2001, 2003; Fazio and Olson, 2003; Hardin 
and Rothman, 1997), and it generally conforms to 
principles of cognitive consistency (e.g., Greenwald et 
al., 2009).

An obvious but important indication of the way 
implicit prejudice reflects social dynamics is the fact 
that it so well tracks the character of chronic social 
organization, including relative group power, social 
status, and concomitant stereotypes. For example, al-
though in- group preference is a common feature of 
implicit prejudice (e.g., Greenwald et al., 1998), at 
least as important are findings that it reflects social 
status. Members of high- status groups in the United 
States not only exhibit greater implicit group favorit-
ism than low- status groups but also do so as a func-
tion of their relative status, whether they are rich, 
white, skinny, or Christian (e.g., Nosek et al., 2002a; 
Rudman, Feinberg, and Fairchild, 2002). However, 
at the same time, although in- group preference is 
common in both implicit and explicit prejudice, out- 
group preference is hardly rare (e.g., Jost and Banaji, 
1994) and also closely aligns with relative group 
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status. For example, members of low- status groups 
were more likely to implicitly favor dominant out- 
groups to the extent that their in- group was low in 
status, despite exhibiting strong explicit in- group fa-
voritism (Jost, Pelham, and Carvallo, 2002; Rudman, 
Feinberg, and Fairchild, 2002).

Implicit prejudice not only reflects stable social 
and organizational hierarchies, but research shows 
that changes in social organization also predict cor-
responding changes in implicit prejudice, a finding 
that has promising implications for public policy. 
Friendly intergroup contact is shown to reduce both 
implicit and explicit prejudice alike (e.g., Henry and 
Hardin, 2006; Turner, Hewstone, and Voci, 2007). 
In one example, implicit prejudice toward gay and 
lesbian people was found to be lower for people who 
reported high levels of long- term contact with gay 
and lesbian people as well as for people who reported 
being exposed to gay- positive media (Cheung et al., 
2011; Dasgupta and Rivera, 2008). Similarly, im-
plicit prejudice toward the elderly was lower among 
college students the more friendships they reported 
having with older people (Tam et al., 2006). In yet 
another example, implicit prejudice was found to be 
lower between British and South Asian children in 
England to the extent that they reported out- group 
friendships, and implicit prejudice was reduced even 
among children who reported no out- group friend-
ships themselves but who reported having friends 
who did (Turner, Hewstone, and Voci, 2007). Causal 
modeling in this research indicates that the findings 
are more consistent with intergroup friendships af-
fecting implicit prejudice than with implicit preju-
dice affecting friendship patterns (Tam et al., 2006; 
Turner, Hewstone, and Voci, 2007), a conclusion 
corroborated experimentally. For example, implicit 
prejudice among white college freshmen was reduced 
more over the course of their first school term if they 
were randomly assigned to a black roommate than a 
white roommate (Shook and Fazio, 2007).

Although friendly intergroup contact generally 
reduces implicit intergroup prejudice, recent findings 
demonstrate that intergroup contact does not always 
have purely positive outcomes. For example, anti- 
adolescent implicit prejudice among adolescents was 
greater to the degree that they reported having close 
friendships with adults (Gross and Hardin, 2007). 
Evidence also suggests that relatively stable aspects 
of social hierarchy complicate matters. In research in-
volving blacks and whites in Chicago and Christians 
and Muslims in Lebanon, implicit intergroup preju-
dice was shown to be lower to the degree that par-
ticipants reported out- group friendships (Henry and 
Hardin, 2006). However, results also indicate that 
implicit prejudice reduction is greater for low- status 

group members toward high- status group members 
than it is for high- status group members toward 
low- status group members. That is, in this study, 
out- group friendships predicted greater reductions 
in implicit prejudice for Muslims than Christians and 
for blacks than whites due to their places in the social 
hierarchy.

Research also indicates that implicit prejudice 
is affected by social dynamics throughout develop-
ment (e.g., Baron and Banaji, 2006; Rutland et al., 
2005) and that the development of implicit prejudice 
is likely to be bound up with interpersonal dynam-
ics involving interpersonal identification and inter-
subjectivity (e.g., Hardin and Conley, 2001; Hardin 
and Higgins, 1996). For example, implicit intergroup 
prejudice between Korean and Japanese students 
in the United States was greater to the degree that 
participants remained connected to their ethnic heri-
tage as indicated by linguistic fluency (Greenwald, 
McGhee, and Schwartz, 1998). People exhibited 
more positive implicit attitudes toward women to the 
degree that they reported being raised more by their 
mothers than their fathers (Rudman and Goodwin, 
2004). And, implicit racial prejudice among white 
fourth-  and fifth- grade children was correlated with 
the explicit prejudice of their parents, but only to the 
extent that they identified with their parents (Sinclair, 
Lowery, and Dunn, 2005), and the implicit preju-
dice of mothers predicted racial preferences exhib-
ited by their three-  to six- year- old children (Castelli, 
Zogmaister, and Tomelleri, 2009).

Research demonstrating the long- term social de-
terminants of implicit prejudice is likely to be either 
encouraging or depressing, depending upon one’s 
sense of the likelihood of broad, long- term changes in 
social organization and culture. It is important, how-
ever, to remember that such things do happen. What 
changes in implicit prejudice might be revealed if the 
measures had been in existence long enough to re-
flect suffrage, women’s mass entry into the workforce 
during World War II, the civil rights movement, and 
twentieth- century urban white flight, to name just a 
few societal sea changes?

Although we believe that culture- wide changes in 
implicit prejudice will require culture- wide changes 
in social organization and practice, another way in 
which implicit prejudice obeys principles of social 
psychology offers some promise of more immediate, 
if local, opportunities for progress. Research shows 
that implicit prejudice is subject to the demands of 
immediate situations and interpersonal dynamics, 
much like human behavior more generally (e.g., Ross 
and Nisbett, 1991). For example, white participants 
exhibited lower implicit prejudice in the presence 
of a black experimenter than a white experimenter 
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(Lowery, Hardin, and Sinclair, 2001; Richeson and 
Ambady, 2003). Interestingly, however, Lowery 
and colleagues (2001) also found that this auto-
matic social tuning effect did not occur among Asian 
American participants, whose implicit prejudice was 
reduced only when the experimenter expressly told 
them to avoid prejudice. This finding suggests that 
although the norm to avoid prejudice may operate 
tacitly for some, it may require explication for people 
who do not yet recognize their potential role as ci-
phers of prejudice.

Research also suggests that the interpersonal regu-
lation of implicit prejudice is due in part to a moti-
vation to affiliate with others who are presumed to 
hold specific values related to prejudice, as implied by 
shared reality theory (e.g., Hardin and Conley, 2001). 
For example, participants exhibited less implicit racial 
prejudice in the presence of an experimenter wearing 
a T- shirt with an antiracism message than a blank T- 
shirt, but only when the experimenter was likeable 
(Sinclair et al., 2005). When the experimenter was not 
likeable, implicit prejudice was actually greater in the 
presence of the ostensibly egalitarian experimenter. 
In addition, social tuning in these experiments was 
mediated by the degree to which participants liked 
the experimenter, providing converging evidence that 
interpersonal dynamics play a role in the modulation 
of implicit prejudice, as they do in other dimensions 
of social cognition (Hardin and Conley, 2001; Hardin 
and Higgins, 1996).

As regards public and personal policy, these find-
ings suggest that a public stance for egalitarian val-
ues is a double- edged sword, and a sharp one at that. 
Although it may reduce implicit prejudice among 
others when espoused by someone who is likeable 
and high in status, it may backfire when espoused by 
someone who is not likeable or otherwise of marginal 
status. This finding suggests one mechanism by which 
common forms of “sensitivity training” in service of 
the reduction of workplace sexism and racism may be 
subverted by interpersonal dynamics, however laud-
able the goals.

Demonstrating the utility of specific interventions 
to reduce implicit prejudice, Rudman, Ashmore, and 
Gary (2001) found that diversity education with a 
likeable black professor reduced implicit prejudice 
and did so through liking for the professor, increased 
friendships with other African Americans, and re-
duced fear of blacks. Likewise, thinking about gay- 
positive role models reduced implicit prejudice for 
those with low contact with gay and lesbian people 
to the level of those with high contact and increased 
the endorsement of gay- positive attitudes, including 
legalizing civil unions for gays and lesbians (Dasgupta 
and Rivera, 2008).

In a cautionary note, however, the lack of long- 
term exposure to a particular group can sometimes 
trigger greater implicit prejudice when a member of 
the group is present. In one example, people who re-
ported having no gay friends at all exhibited greater 
implicit antigay prejudice when a male experimenter 
incidentally mentioned his “boyfriend” than when he 
mentioned his “girlfriend.” Similarly, women who 
reported having no lesbian friends exhibited greater 
implicit antilesbian bias when the experimenter was 
from a gay and lesbian organization (Cheung et al., 
2011). This research complements research showing 
immediate social influence on implicit prejudice. It 
suggests that as powerful as immediate social norms 
might be, implicit prejudice is ultimately expressed 
differently from individual to individual as a function 
of attitudes presumed to be held by others in relevant 
long- term social relationships, sometimes in subtle 
or even contradictory ways, much as it depends on 
other dimensions of social cognition (e.g., Hardin 
and Higgins, 1996).

Research demonstrating that implicit preju-
dice is subject to social influence is broadly consis-
tent with principles of information processing (for 
a review see Blair, 2002). Implicit racial prejudice 
is reduced (a) when admired black exemplars are 
used (e.g., Dasgupta and Greenwald, 2001; cf. De 
Houwer, 2001), (b) after seeing an image of blacks 
at a friendly barbeque versus unfriendly street corner 
(Wittenbrink, Judd, and Park, 2001), and (c) imagin-
ing the virtues of multicultural education (Richeson 
and Nussbaum, 2004). In contrast, implicit racial 
prejudice is increased after exposure to violent rap 
music (Rudman and Lee, 2002). Implicit gender ste-
reotyping is reduced for those who have recently been 
exposed to images of female leaders (Dasgupta and 
Asgari, 2004) or have recently imagined a powerful 
woman (Blair, Ma, and Lenton, 2001). This research 
suggests that simple images and text in immediate 
situations can affect levels of implicit prejudice for 
those in the situation in ways that are broadly congru-
ent with construct accessibility theory (e.g., Bargh, 
1996), which is the “common language” that under-
lies most information- processing theory in social cog-
nition (Higgins, 1996).

Taken together, research on the social con-
trol of implicit prejudice is broadly congruent 
with the Marxian maxim that egalitarian societies 
elicit egalitarian- minded people, as well as with the 
Skinnerian maxim that admirable individual behav-
ior is elicited by situations that reinforce admirable 
behavior. Indeed, the methodological and theoreti-
cal advances that have transformed the understand-
ing of the nature of prejudice— including sometimes- 
puzzling relations between implicit and explicit 
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prejudice— resonates with what Skinner argued about 
the relation between scientific advances and the un-
derstanding of human nature more generally:

The line between public and private is not fixed. 
The boundary shifts with every discovery of a 
technique for making private events public . . . 
The problem of privacy may, therefore, eventually 
be solved by technical advance.

— B.F. Skinner, 1953, p.282

Conclusions

It is not far- fetched to argue that successful policy 
solutions to the problem of prejudice are best pur-
sued in light of the science of the nature of preju-
dice. Research in recent decades has revealed the 
insidious capacity of prejudice to operate implicitly— 
unwittingly, unintentionally, and unavoidably— as well 
as its course, consequences, and control at the nexus 
of individual cognition and social relations. In some 
ways, the transformative understanding of the nature 
of prejudice brings full circle the story of human na-
ture since its inception in American social psychology 
in the mid- twentieth- century work of Sherif, Lewin, 
Asch, and others as an attempt to understand how 
seemingly good people can participate in genocide, 
which is also captured in Hannah Arendt’s memo-
rable phrase, “the banality of evil.”

Indeed, the most important thing to know about 
the nature of prejudice is that it is ever present in 
human behavior and cognition. It remains sufficiently 
in the background such that it eludes conscious 
awareness and immediate individual control, yet it is 
often consequential in everyday life. Its capacity to af-
fect social judgment and behavior without personal 
animus or hostility is dismissed or ignored at some 
peril, because a continued focus on the problem of 
prejudice as a result of the nonnormatively hostile 
behavior of the few is likely to distract policy mak-
ers from adopting strategies more strongly rooted in 
the science of the many. What remains are questions 
about how best to deal with these discoveries in shap-
ing personal and public policy— questions that are in 
this light only beginning to receive the empirical at-
tention they deserve.

What must enter into any policy computation are 
additional facts about the nature of prejudice beyond 
the primary idea that banality is its modus operandi. 
We must add to this the idea that prejudices and ste-
reotypes are rooted in social consensus; they are not 
random. Within a given society, the likes, dislikes, and 
beliefs that constrain some and privilege others occur 
in patterns that systematically oppress subordinates 

while further ingraining the superiority of the domi-
nants. Were the effects of prejudice and stereotypes 
less systematic, policy intervention would be less 
needed because their effects may be said to cancel 
each other out. However, when, for example, over 
80% of American whites and Asians show antiblack 
bias and over 90% of Americans show anti- elder bias, 
we must pay heed. Policies that are willing to take 
into account the presence of implicit forms of preju-
dice and discrimination as a given will be the more 
forward- thinking instruments for change because 
they will be rooted in a truth about human nature 
and social contexts.

Furthermore, for societies that derive their sense 
of good character on the basis of personal accomplish-
ment and meritocracy, research on implicit prejudice 
poses particularly thorny problems. The research we 
reviewed suggests that behavior is shaped by the social  
jostling and “sloshing around” of the individual, unbe-
knownst to the person and those around her, sug-
gesting that the problem of implicit prejudice may be  
especially insidious in a society that celebrates, evalu-
ates, and is organized around individual meritocracy. 
Indeed, research shows that beliefs in meritocracy pose 
special problems for members of stigmatized groups 
(e.g., Jost and Burgess, 2000; Jost and Thompson, 
2000). For example, Filipina domestic workers in 
Hong Kong, as well as women in the United States, 
devalued the monetary value of their work more if 
their group identity was salient, but do so only to the 
degree that they endorsed system- justifying attitudes 
related to meritocracy (Cheung and Hardin, 2010). 
The aggregation of these kinds of effects, both large 
and small, but systematically organized across situa-
tions and social roles, suggests at the very least the 
possibility that even incrementally small biases may be 
expressed through actions that create a large divide 
among people.

Research demonstrating the effects of stereotypes 
and prejudice on behavior give direction to policy 
makers for the types of behavior most in need of their 
attention. It is our contention that locating the prob-
lem of prejudice in a few problematic individuals and 
designing solutions to the problem around this view 
is to miss the point. The profound implication of the 
discovery of implicit prejudice is that anybody is capa-
ble of prejudice, whether they know it or not, and of 
stereotyping, whether they want to or not. Therefore, 
given the implicit operation of prejudice and ste-
reotyping and its ubiquitous nature, we believe that 
solutions should focus on identifying the enabling 
conditions that call out prejudice and stereotyping 
across individuals rather than focusing on identifying 
the rotten apples. Once identified, we must focus on 
the enabling conditions that promote egalitarianism 
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and healthy individuation. What kinds of situations 
bring out implicit egalitarian attitudes? Congruent 
with well- documented principles identified across the 
behavioral and mind sciences and corroborated in re-
search on implicit prejudice, social situations popu-
lated with powerful, likeable people who are known 
or assumed to hold egalitarian values implicitly call 
out like minds in those around them.

Notes

We thank Sanden Averett, Rick Cheung, John Jost, 
Michael Magee, Eldar Shafir, and two anonymous reviewers 
for thoughtful comments on a previous draft of this paper.

1. Here and throughout we adopt conventions of social- 
psychological nomenclature in our use of terms. The um-
brella term attitude includes evaluations (prejudice), beliefs 
(stereotypes), and behaviors (discrimination) regarding an 
attitude object. The terms explicit and implicit are used to 
capture a well- accepted heuristic dichotomy between modes 
of mental functions that operate largely consciously and 
reflectively versus unconsciously and automatically. Hence, 
implicit attitude refers to the strength of automatic associa-
tion between an attitude object and characteristic attributes, 
implicit prejudice refers to the strength of automatic associa-
tions between social groups and attributes good and bad, 
and implicit stereotyping refers to the strength of automatic 
associations between social groups and characteristic attri-
butes which may vary in evaluative valence.

2. Specific intention to change jobs is the strongest 
known predictor of actual voluntary job changes (van 
Breukelen, van der List, and Steensma, 2004).
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Chapter 2

Biases in Interracial Interactions
Implications for Social Policy
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The Brown v. Board of Education decision in 1954 
and the Civil Rights Act of 1964 were monumental 
policy decisions that changed the landscape of race 
relations in the United States. Before the implemen-
tation of these policies, ethnic minorities and Whites 
had very little contact with one another, primarily 
because ethnic minorities were not allowed to be 
in the same settings with Whites, including attend-
ing the same schools, working in the same place of 
employment, living in the same neighborhoods, and 
even riding in the same sections of buses and eating 
in the same sections of restaurants. When contact be-
tween the groups occurred, it was often fraught with 
extreme hostility, fear, and anxiety. Without a doubt, 
the policy decisions of 1954 and 1964 against segre-
gation and discrimination increased the opportunity 
for people to engage in contact with members outside 
of their racial group. In addition, these policy deci-
sions paved the way for improvements in social norms 
toward ethnic minorities, such that it was unaccept-
able to publicly express negative racial beliefs or be-
have in a discriminatory manner toward them. The 
change in social norms eventually improved individu-
als’ private attitudes and behaviors. Indeed, there has 
been a substantial increase in Whites’ endorsement of 
racial equality and integration over the past fifty- plus 
years (Bobo, 2001).

Although federal laws and organizational policies 
have been developed and have been relatively ef-
fective in reducing blatant forms of bias (Fiske and 
Krieger; Hardin and Banaji, this volume), it is more 
challenging to create laws and policies to reduce the 
subtle bias that is often present in everyday interra-
cial interactions. For example, a law cannot be cre-
ated that prohibits Whites from displaying negative 
nonverbal behaviors toward African Americans during 

daily interactions. Yet, subtle negative behavior and 
signals can have adverse effects on the performance 
and ambitions of African Americans (Purdie- Vaughns 
et al., 2008; Salvatore and Shelton, 2007). Moreover, 
efforts to demand that individuals comply with egali-
tarian social norms can provoke hostility and have the 
unintended consequence of worsening the problems 
(Plant and Devine, 2001). Given the problems that 
both blatant and subtle bias create, it is important to 
understand how both types influence everyday inter-
racial interactions and how policies may help improve 
the quality of interracial interactions and ultimately 
reduce racial bias.

In this chapter, we explore how and why racial bias 
systematically influences daily interracial interactions 
across three contexts: (a) residential spaces on col-
lege campuses, (b) health care provider- patient dyads 
in medical settings, and (c) employee- employer rela-
tions in the workplace. We focus our attention specifi-
cally on these contexts, in part, because the landmark 
policy decisions of 1954 and 1964 opened the doors 
for increased opportunities for individuals to engage 
in contact across the racial divide in these three areas. 
Moreover, we selected these contexts because they 
are venues into which most people will enter at some 
point during their lives. With respect to residential ex-
periences in colleges, we are aware, of course, that not 
everyone attends college. However, given that poli-
cies about the American educational system played 
such a profound role in creating spaces for intergroup 
contact, it seems essential to explore the dynamics 
of contact in this setting. In addition, some of the 
most influential work on contact theory occurred in 
residential areas and revealed that contact was related 
to improved intergroup attitudes (e.g., Deutsch and 
Collins, 1951; Wilner, Walkley, and Cook, 1955). 
Moreover, studying roommate relationships on col-
lege campuses may offer insight into ways to im-
prove the academic outcomes of students (see Cohen 
and Garcia, this volume for policies about the racial 
achievement gap).

Regardless of educational level, the majority of 
people in the United States will interact with some 
form of medical- care provider and will obtain em-
ployment at some point in their lives. Racial bias in 
these contexts has the potential to inhibit successful 
life outcomes. Health- care providers’ racial biases, 
for example, have been posited to contribute to racial 
disparities in health outcomes (Dovidio et al., 2008). 
The Institute of Medicine’s 2003 report on unequal 
medical treatment acknowledge that such biases, if 
they exist, undermine the high ethical standards that 
medical professionals are accountable for upholding 
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(Smedley, Stith, and Nelson, 2003).1 Describing how 
racial biases interfere with the behaviors of a group of 
well- meaning people who have taken an oath to treat 
all individuals equally highlights the insidious nature 
of racial bias. Understanding when and how racial bi-
ases may influence racial disparities in health care out-
comes may begin to shed light on policies that could 
be developed to improve the life expectancy of ethnic 
minorities.

Finally, we focus on the workplace because, al-
though there are explicit federal laws and sanctions 
against blatant racial bias in the workplace, many 
organizational- level practices are such that subtle bias 
remains a problematic force. These practices trickle 
down to influence the ways in which Whites and eth-
nic minorities interact with one another in their daily 
lives while at work. Taken together, these three con-
texts are common avenues for interracial contact to 
occur and are ones in which policies and regulations 
have been put forth, or could be established, to im-
prove the quality of Whites’ and ethnic minorities’ life 
experiences.

The chapter is divided into three primary sections. 
In the first, we provide an overview of the literature 
on contemporary intergroup bias, particularly with 
respect to race in the United States. In the second, 
we discuss the processes associated with the interplay 
between racial attitudes and interracial contact. And 
in the third, we discuss the implications of these pro-
cesses for the aforementioned three contexts, paying 
special attention to how policies in these contexts may 
shape individuals’ experiences during interracial en-
counters and how knowing individuals’ experiences 
may offer ideas about policy decisions. We pay par-
ticular attention to the fact that racial biases may have 
different consequences, in some cases completely op-
posite effects, for Whites and ethnic minorities during 
their interactions in these settings. These divergent 
experiences pose a major challenge for policy: policies 
must be tailored in such a way that an improvement 
in the lives of one group does not cause harm in the 
lives of the other. In essence, we explore how policy 
decisions shape the psychology of interracial interac-
tions and how the psychology of interracial interac-
tions may shape policies established to create harmo-
nious interracial relations. Because we cover a lot of 
ground by describing interracial contact across three 
settings, our review of the literature is not meant to be 
exhaustive. Instead, we sample a few classic and con-
temporary articles that highlight the issues of concern 
in the best light. In addition, we focus primarily on 
race relations in the United States within the context 
of Black- White relations, which have historically been 
central to the development of social policy defining 

intergroup relations in the United States. Finally, we 
offer a synthesis of common practices based on inter-
group contact research that policy makers use to max-
imize the benefits of diversity across multiple settings.

Intergroup Bias

Intergroup bias, a pervasive and arguably universal 
phenomenon within and across many cultures (Si-
danius and Pratto, 1999), stems from processes as-
sociated with prejudice and stereotyping. Prejudice 
reflects a general negative evaluation of a group, 
whereas stereotyping reflects the association of spe-
cific traits to a group. Prejudice and stereotypes often 
lead to discrimination, which is the unjustified group- 
based difference in behavior that gives one group an 
advantage over others. Perhaps intergroup bias is a 
pervasive phenomenon because there are several nor-
mal processes that allow people to navigate a com-
plex environment that predispose them to develop-
ing intergroup prejudices. For example, the ability 
to sort people, spontaneously and with minimum 
effort and awareness, into meaningful categories is a 
universal facet of human perception essential for ef-
ficient functioning (Bodenhausen, Todd, and Becker, 
2007). Given the importance of the self in social 
perception, social categorization further involves a 
basic distinction between the group containing the 
self (in- group) and other groups (out- groups)— or 
between the “we’s” and the “they’s” (Turner et al., 
1987). The recognition of different group member-
ships shapes social perception, affect, cognition, and 
behavior in ways that systematically produce inter-
group biases (Gaertner and Dovidio, 2000). If, when, 
and how bias is manifested, however, depends upon 
cultural norms, individual motivation, the historical 
relations between groups, and the immediate circum-
stances (Crandall and Eshleman, 2003). In societies 
that place high value on egalitarianism, going as far as 
establishing laws to promote equality, intergroup bi-
ases often take the form of subtle, rather than blatant, 
prejudice (Gaertner and Dovidio, 1986).

The discrepancy between the ideal of egalitarian-
ism and the psychological forces that promote racial 
bias has been posited as a critical factor leading to the 
development of subtle forms of racial bias. Whereas 
the traditional form of racial bias represented the 
overt expression of dislike and hostility, as well as the 
endorsement of negative cultural stereotypes, con-
temporary forms of racial bias involve more complex 
dynamics and typically more subtle expressions of 
bias. This is evident in research within a framework of 
aversive racism (Dovidio and Gaertner, 2004), which 



34   •   Prejudice and discrimination

shows that most Whites who express egalitarian val-
ues and nonprejudiced attitudes also, because of basic 
principles associated with categorization that promote 
bias, harbor unconscious negative feelings and beliefs 
about African Americans. These unconscious feelings 
and beliefs develop through both common cultural 
experiences (e.g., media exposure that promotes ste-
reotypes) and fundamental psychological processes 
(e.g., favoritism for members of one’s own group). 
As a consequence, implicit measures of attitudes (e.g., 
the Implicit Association Test; see Hardin and Banaji, 
this volume) reveal that, even though most White 
Americans indicate that they are not prejudiced on 
self- report measures, the majority of White Americans 
possess these unconscious racial biases.

The distinction and general dissociation of explicit 
and implicit attitudes, which characterizes aversive 
racism, has important implications for the way the 
discrimination is manifested. Explicit and implicit at-
titudes influence behavior in different ways (Fazio, 
1990; Hardin and Banaji, this volume). Explicit at-
titudes shape deliberative, well- considered responses 
for which people have the motivation and opportu-
nity to weigh the advantages and disadvantages of 
their responses. Implicit attitudes influence responses 
that are more difficult to monitor and control or re-
sponses that people do not view as an indication of 
their attitude and, thus, do not try to control. For ex-
ample, Whites’ explicit racial attitudes tend to predict 
their trait ratings of African Americans, whereas their 
implicit racial attitudes tend to predict how much 
they smile at African Americans during an interaction. 
In general, because aversive racists do not perceive 
themselves as racists but possess implicit negative ra-
cial attitudes, they are not likely to engage in blatant 
forms of racial bias, such as treating African Americans 
in a negative manner when it is clear that only race 
could be used as an explanation. However, aversive 
racists do engage in more subtle forms of bias, such 
as avoiding African Americans or displaying negative 
nonverbal behaviors, especially in less structured situ-
ations where the norms for the appropriate behavior 
are more ambiguous or there are non- race- related fac-
tors that could be used to explain their behavior.

Although there is a distinction between the types 
of behaviors the different types of attitudes predict— 
explicit predict verbal behaviors and implicit predict 
nonverbal behaviors— the extent to which both types 
of racial attitudes predict behaviors during interac-
tions depends on peoples’ motivation to control their 
responses. Both types of attitudes tend to predict be-
haviors best when people are relatively unmotivated, 
or lack the cognitive resources, to control their re-
sponses. In these cases, the more negative individu-
als’ racial attitudes, the more negative their behaviors 

and judgments. For example, when White Americans 
are low in motivation to control prejudiced reactions, 
the more negative are their implicit racial attitudes, 
the more negative are their ratings of a typical African 
American male student (Dunton and Fazio, 1997), 
the more negative are traits they assign to African 
American targets relative to White targets during a 
first impression task (Olson and Fazio, 2004), and 
the more discomfort they anticipate experiencing 
with African Americans (Towles- Schwen and Fazio, 
2003). When White Americans are motivated to con-
trol their reactions, however, they make more positive 
judgments of African Americans, even if their implicit 
attitudes are negative.

Intergroup Contact

This analysis of the psychological complexity of inter-
group bias offers valuable insights into understand-
ing the dynamics of interracial contact. Historically, 
appropriately structured intergroup contact has rep-
resented psychology’s main remedy for reducing 
prejudice. Allport (1954) proposed that mere, or 
superficial, contact with out- group members would 
not necessarily reduce intergroup bias but instead may 
reinforce stereotypes and initial suspicion. He argued 
that contact with out- group members improves in-
tergroup attitudes under the right conditions: specifi-
cally, when (a) there is equal status between the group 
members in the particular contact situation, (b) group 
members have common goals, (c) there is a high level 
of interdependence and cooperation among group 
members, and (d) contact is encouraged and sup-
ported by authorities, customs, and laws.

Research on intergroup contact played a large role 
in the 1954 Supreme Court school desegregation de-
cision in Brown v. Board of Education. In the psy-
chological briefs referring to relations between Whites 
and African Americans, researchers argued that, “Seg-
regation leads to a blockage in the communication 
and interaction between the two groups. Such block-
ages tend to increase mutual suspicion, distrust, and 
hostility” (Brown v. Board of Education, as cited in  
Martin, 1998, p. 145). The ruling made in the Brown v.  
Board of Education court case would pave the way 
for Allport’s (1954) conditions to be implemented 
in the United States educational system. Since then, 
an extensive body of research has been conducted on 
how intergroup contact is an antidote for reducing 
intergroup bias, and a meta- analysis of 515 studies 
revealed that intergroup contact is associated with 
lower levels of intergroup bias across many types of 
target groups (e.g., racial and ethnic groups, het-
erosexuals and gays and lesbians, elderly and young  
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adults, disabled and nondisabled) (Pettigrew and 
Tropp, 2006).

Despite the generally impressive support for con-
tact theory that has accumulated over the years, re-
cent work has also identified an important qualifying 
factor: majority and minority group members respond 
to intergroup contact in different ways. Specifically, 
the relationship between contact and more favorable 
intergroup attitudes is weaker for ethnic minorities 
than for Whites (Tropp and Pettigrew, 2005). In fact, 
some research has shown that African Americans who 
have had greater contact with Whites tend to have 
more negative attitudes toward Whites, largely due to 
their perceptions of Whites’ level of bias toward Afri-
can Americans (Livingston, 2002). Given this differ-
ence, it is essential for policy makers to take into con-
sideration that solutions that work well for one group 
may be less effective for others. Thus, understanding 
the causes of the different reactions of Whites and ra-
cial minorities can critically inform the development 
of social policies.

Much of the work on contact theory has focused 
on the conditions under which contact occurs (e.g., 
equal status for participants). We suggest that, in ad-
dition, it is important to understand how the com-
plexity of contemporary intergroup bias can influence 
the affective, cognitive, and behavioral outcomes 
during interactions. The distinction between explicit 
and implicit racial attitude, as noted previously, shows 
how Whites and minorities may have divergent ex-
periences during interracial interactions. For example, 
Dovidio, Kawakami, and Gaertner (2002) found that 
Whites who explicitly reported that they had more 
negative racial attitudes behaved in a less verbally 
friendly way toward an African American compared 
to a White partner. However, it was Whites’ implicit 
racial attitudes that predicted how biased their less 
controllable, nonverbal behaviors were. In other 
words, Whites tended to send mixed messages to 
their African American partners that were composed 
of positive verbal, but negative nonverbal, behaviors. 
Interestingly, however, African Americans formed 
their impressions of their White partners’ friendliness 
from those partners’ nonverbal behaviors, which were 
largely negative, causing African Americans to have an 
unfavorable impression of their White partner.

Furthermore, the mixed messages Whites express 
during interracial interactions can have detrimental 
consequences for minorities’ experiences during the 
interaction. Salvatore and Shelton (2007), for exam-
ple, found that African Americans were more cogni-
tively depleted after exposure to subtle, compared to 
blatant, racial bias in a job hiring setting. Similarly, 
Dovidio (2001) found that it took dyads involving an 
African American and White person categorized as an 

aversive racist longer to solve a problem than dyads 
involving an African American and a blatantly racist 
White. Presumably, the mixed messages and subtle 
racial bias displayed by the aversive racist interfered 
more with the effectiveness of solving the problem 
during the interaction than the straightforward nega-
tive behavior displayed by the blatantly racist White 
person.

In the remaining sections of this chapter, we con-
sider ways in which findings about racial biases might 
guide policies in improving the ways in which indi-
viduals interact with one another across racial lines in 
three different contexts. We focus primarily on policy 
recommendations that stem from research on mak-
ing people aware of their racial biases (Monteith and 
Mark, 2005) and on the Common Ingroup Identity 
Model (Gaertner and Dovidio, 2000).

Racial Bias in Context

In previous sections, we described the complex na-
ture of contemporary racial attitudes and illustrated  
how it can produce divergent impressions and reac-
tions in interracial interactions. Whereas those earlier 
sections illustrate the potential problems that can arise 
in relatively brief, typically socially oriented situations, 
in this section of the chapter we examine the impli-
cations of these processes for longer- term contact in 
settings that have profound impact on people’s lives.

residential Life in an educational Context

With legal barriers to educational opportunities re-
moved, Whites and ethnic minorities are now allowed 
to attend the same colleges and universities. In fact, 
the implementation of affirmative action programs as 
a means of redressing racial discrimination contrib-
uted to an increase in ethnic minorities at predomi-
nately White colleges, opening the doors for contact 
to occur between different racial groups in an edu-
cational context. Nevertheless, in many ways, univer-
sities remain functionally segregated, especially with 
respect to social settings. White and ethnic minority 
students frequently avoid contact with one another, 
sometimes because of racial bias and intergroup anxi-
ety (Plant and Devine, 2003) and other times because 
they think the out- group does not want to have con-
tact with them (Shelton and Richeson, 2005). One 
area, however, in which actual interactions occur, not 
just mere exposure to out- group members, is residen-
tial space on college campuses.

Residential housing on college campuses provides 
a rich living laboratory in which to study the experi-
ence of intergroup contact and how policies play an 
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important role in shaping daily race relations. The 
primary conditions posited by Allport (1954) as the 
ideal factors of intergroup contact to reduce prejudice 
are generally met in college residential housing situ-
ations. Specifically, students are of equal status— they 
are peers in the college environment. They generally 
have the common goal of making their living arrange-
ment pleasant and comfortable, which means they are 
likely to be willing to work together for the greater 
good of the dyad. Moreover, they are interdependent, 
meaning that their behaviors have repercussions for 
one another. Finally, administrators and policy makers 
at universities tend to encourage interactions across 
racial and ethnic lines, and most universities have for-
mal policies against using race as a factor in roommate 
assignments to avoid racial segregation. But do these 
policies at universities about residential spaces facili-
tate or hinder interracial harmony among students? 
Indeed, despite universities’ attempts to diversify liv-
ing arrangements, students often opt to self- segregate 
in dormitories and other social spaces on campus (Si-
danius et al., 2004). What, then, are the consequences 
of these university policies, socially and personally for 
students, a substantial portion of whom find them-
selves in their most intimate contact with out- group 
members?

Psychological research suggests that there may be 
short- term costs but long- term benefits of diverse liv-
ing arrangements on college campuses, and the costs 
and benefits may depend on the race of the residents. 
Consistent with basic research showing interracial in-
teractions are more stressful and cognitively effortful 
than same- race interactions (see Hebl and Dovidio, 
2005; Richeson and Shelton, 2007 for reviews), inter-
racial roommate pairs are at greater risk for strained 
and discordant interactions than same- race roommate 
pairs. Research reveals, for example, that among ran-
domly assigned roommates, Black- White roommate 
pairs are less satisfied with their living arrangement 
than are same- race roommate pairs (Phelps et al., 
1996, 1998). Similarly, White freshmen who have 
been randomly assigned to have an African Ameri-
can roommate spend less time with their roommate, 
perform fewer activities together, and have less over-
lapping social- network involvement than their coun-
terparts with a White roommate (Shook and Fazio, 
2008; Towles- Schwen and Fazio, 2006). Moreover, 
both Whites and ethnic minorities (African Ameri-
cans and Latinos) experience more anxiety, feel less 
authentic (i.e., believe they can not be themselves), 
like their roommate less, are more likely to wish they 
had a different roommate, and are less likely to want 
to live with their roommate again next year when they 
have been randomly assigned to a roommate not of 
their own racial group than when they have a same- 

race roommate (Shelton, Richeson, and Salvatore, 
2005; Trail, Shelton, and West, 2009; West, Shelton, 
and Trail, 2009).

Furthermore, the negative consequences of hav-
ing a White roommate can become worse over time 
for ethnic minorities. Trail, Shelton, and West (2009) 
used a daily diary procedure in which they followed 
cross- race and same- race roommate pairs across fif-
teen days near the beginning of the academic year. 
As a result, they were able to assess if any of the 
roommates’ daily experiences changed across time 
for either group. Indeed, they did, but only for eth-
nic minorities. In the cross- race roommate pairs, the 
ethnic minority students’ daily experiences worsened 
across the fifteen days. For example, ethnic minori-
ties with White roommates experienced less positive 
moods than their White roommates, and their posi-
tive mood diminished over the course of the study. 
Similarly, ethnic minorities with White roommates 
perceived their roommates as behaving in a less posi-
tive manner toward them compared to the other 
roommate pairs, and these perceptions worsened over 
time. Interestingly, these outcomes improved over 
time for ethnic minorities with ethnic minority room-
mates. For example, ethnic minorities’ positive mood 
increased over time when they had ethnic minority 
roommates. Taken together, these findings reveal that 
students in cross- race roommate arrangements often  
have more negative experiences than those in same-  
race roommate arrangements. More disturbingly, some  
of these negative experiences become worse over time  
for ethnic minorities. These findings are quite disheart-
ening given that repeated contact under the right con-
ditions— which, as stated previously, the college room-
mate situation has— should improve race relations.

Research also shows that explicit and implicit ra-
cial bias play pivotal roles in the dynamics of inter-
racial roommate relationships. Shelton and Richeson 
(2005), for example, asked ethnic minority students 
(Blacks, Latinos, and Asians) who had been randomly 
assigned to have a White or another ethnic minority 
roommate to complete a daily diary measure about 
the quantity and quality of the roommate interac-
tions over the course of three weeks. They found that 
among ethnic minorities with White roommates, the 
more negative their explicit racial attitudes toward 
Whites were, the more the minorities tended to avoid 
contact with their roommates. Moreover, as time 
went on, these ethnic minority students wanted less 
and less contact with their White roommates. Addi-
tionally, among ethnic minorities with White room-
mates the more negative their racial attitudes, the less 
close they felt to their roommate. Moreover, this lack 
of connection grew worse across the three weeks of 
the study. Also, among ethnic minorities with White 
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roommates, the more negative their racial attitudes, 
the less positive affect and the more negative affect 
they experienced with respect to their interactions 
with their roommate. Among ethnic minorities with 
ethnic minority roommates, racial attitudes were not 
related to their experiences with their roommate. 
Similarly, Towles- Schwen and Fazio (2006) showed 
that implicit racial attitudes are related to cross- race 
roommate experiences. Specifically, they examined 
the extent to which Whites’ implicit racial attitudes 
predicted the longevity of their roommate relation-
ship and how satisfied Whites were with the relation-
ship. Whites’ implicit racial attitudes predicted the 
longevity of the relationship, such that the more neg-
ative their attitudes, the more likely their relationship 
with a Black roommate dissolved by the end of the 
year. Thus, the racial attitudes of both ethnic minori-
ties and Whites, as assessed by explicit and implicit 
measures, influence the quality of interracial room-
mate relationships.

If policy makers made decisions based on the daily 
experiences that students have as a result of living 
with an out- group member, they might decide that 
segregation should be the law. However, additional 
research shows that negative experiences are not a 
necessary outcome for roommates of different races 
or ethnicities. Although social categorization, which 
generally occurs along racial group lines in the United 
States, can form a basis for intergroup biases that can 
impair relationships between roommates, people can 
rely on other forms of social categorization. Gaertner 
and Dovidio (2000), for instance, have shown that 
when people feel that they share a common in- group 
identity (e.g., as students at the same college) with 
people otherwise seen only in terms of different (e.g., 
racial or ethnic) group memberships, they have more 
positive orientations toward them. Consistent with 
this position, West et al. (2009) found that when stu-
dents had a strong belief that members of different 
racial and ethnic groups on campus shared a common 
university identity, roommates from different groups 
maintained feelings of friendship across their first 
month together, and at the end of the month had 
stronger friendships than did roommates of the same 
race or ethnicity. These effects occurred equivalently 
for White and racial/ethnic minority students. Thus, 
cross- group roommate relations can, under some 
conditions, be more positive than same- group room-
mate relations.

In determining policy, in addition to the direct 
impact on the roommates themselves, the broader, 
long- term benefits of diversified living arrangements 
on college campuses also need to be considered. Psy-
chological research provides compelling evidence that 
mixed- race roommate relationships improve inter-

group relations over time. Shook and Fazio (2008) 
administered White freshmen an implicit measure of 
racial bias and an Intergroup Anxiety Toward Blacks 
Scale during the first two weeks of an academic quar-
ter and again during the last two weeks of the quarter. 
Results revealed that implicit racial attitudes became 
more positive and intergroup anxiety decreased over 
time for Whites who had been randomly assigned 
to have a Black compared to those assigned a White 
roommate. Furthermore, in one of the most impres-
sive longitudinal studies on this issue to date, Van 
Laar et al. (2005) examined the causal relationship 
between university roommate arrangements and ra-
cial attitudes among four groups— Asians, Blacks, 
Latinos, and Whites. Using a five- wave, four- year 
panel study, they examined changes in racial attitudes 
among students who were randomly assigned during 
their first year of college and who volunteered in later 
years to live with out- group and in- group roommates. 
Overwhelmingly, the data revealed that being ran-
domly assigned to have out- group roommates caused 
improvements in racial attitudes for all individuals. 
Taken together, this is strong evidence that living 
with out- group members during the college years is 
associated with improvements in racial attitudes for 
both Whites and ethnic minorities.

One of the advantages of Van Laar et al.’s (2005) 
dataset is that it allowed the researchers to examine 
the impact of both respondent’s and roommate’s eth-
nicity on changes in racial attitudes. Thus, not only 
could the researchers examine the general effects of 
having out- group roommates versus in- group room-
mates, as noted above, but they could also examine 
whether the specific race of the students had different 
effects on racial attitudes. The findings revealed that 
it did, primarily for respondents with an Asian room-
mate. That is, contrary to the intergroup contact hy-
pothesis, respondents who lived with an Asian Ameri-
can roommate had more negative racial attitudes at 
a later time, especially if the respondent was White. 
Specifically, living with an Asian roommate was associ-
ated with decreased positive affect toward Blacks and 
Latinos, as well as increased intergroup anxiety and 
symbolic racism. This pattern was true regardless of 
whether students were randomly assigned to live with 
Asians during their first year of college or volunteered 
to live with Asians during their second and third year 
of college. The researchers suggested that this unfor-
tunate pattern of results might have occurred because 
of the combination of peer socialization and Asians’ 
more highly prejudiced attitudes. That is, the Asian 
students in their sample had significantly higher prej-
udiced beliefs on various measures of prejudice than 
the other three ethnic groups. Given that peer social-
ization studies show that people change their attitudes 
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and behavior to be consistent with their peers, it is 
highly likely that individuals shifted their attitudes to 
fit in with the beliefs of their prejudiced Asian room-
mate. These data show the importance of understand-
ing that the ethnicity of the person one comes into 
contact with is essential for designing policies about 
residential life.

Given the sometimes short- term costs (i.e., nega-
tive daily interactions) but long- term benefits (i.e., 
improved racial attitudes) of racially diverse living 
arrangements among college students, what institu-
tional policies should be set forth? One solution col-
leges have developed to deal in part with these costs 
and benefits has been to create theme floors and/or 
dorms that allow ethnic minorities (as well as other 
groups) to live together. It would appear, however, 
that this solution would solve the short- term costs 
(e.g., more pleasant roommate experiences) but in-
hibit the long- term benefits (e.g., racial tolerance). To 
our knowledge there has not been a systematic ex-
amination of the consequences of these arrangements. 
However, research on this issue might consider effects 
over time. For example, minorities on predominantly 
White campuses may prefer, and benefit in some ways 
by, living in theme housing with a substantial portion 
of minority residents. After making the personal tran-
sition to college, though, they may seek other forms 
of campus housing that enhances the amount and 
type of intergroup contact that they experience.

From a policy perspective, one question that has 
been raised as a result of these themed living arrange-
ments is whether or not residential areas for certain 
racial groups are against most universities’ anti- 
discriminatory policies. Perhaps believing that these 
residences are discriminatory, in 2006 the University 
of Massachusetts- Amherst began phasing out such 
residential areas, along with other race- conscious 
programs for minorities (Associated Press, 2006). 
The vice chancellor of student affairs and campus life 
at the University of Massachusetts– Amherst stated, 
“Students who come to the university need to be 
exposed to different opinions and ideas. When you 
have segregated pockets in our residence halls, we are 
allowing students to shut themselves off, and then 
they are missing out” (Associated Press, 2006). The 
University of Massachusetts– Amherst, as well as other 
universities across the nation, changed their policies 
so that the theme dorms/floors could not be exclu-
sively for ethnic minorities but instead had to be for 
all individuals who are interested in learning about a 
particular culture. For example, White students are 
allowed to live in the Black theme dorm, and Black 
students are allowed to live in the Asian theme dorm. 
Given that students who select to live in these “pro-
gram” dorms are most probably open to diversity, it is 

likely that the student interactions are more pleasant 
and conducive to learning regardless of race. There-
fore, it is not clear if improvements in intergroup bias 
would occur.

Another policy- related question is that, given the 
major potential tension between the short- term prob-
lems and the long- term benefits associated with di-
verse college residential living arrangements, how can 
university officials design and implement policies that 
address both the levels of comfort students need to 
feel on a daily basis in their dorms and the educational 
and democratic benefits of diversified living arrange-
ments? We suggest that any such policy recognize that 
there are unique challenges in cross- group roommate 
relationships beyond those that occur for roommates 
of the same race/ethnicity. We identify two such ap-
proaches rooted in the fundamental importance of so-
cial categorization in social relations. As we explained 
earlier, merely categorizing people into racial groups 
can breed negative feelings toward the out- group and 
foster in- group favoritism. Thus, policies and inter-
ventions might focus on changing the ways room-
mates from different racial/ethnic groups categorize 
each other. Specifically, one focus of policies and in-
terventions might be to encourage decategorization, 
that is, reducing reliance on racial group membership 
in social perception by emphasizing the unique quali-
ties of different people and promoting personalized 
interactions through self- disclosure. Policy initiatives, 
for example, can be designed to create opportunities 
for roommates to get to know one another and be-
come friends prior to living together.

Research has shown that reciprocal personal self- 
disclosure and working together on shared leisure 
activities is a way to increase friendship and intimacy 
(Reis and Shaver, 1988). Building upon this idea, 
Aron et al. (1997) developed a “fast friend” paradigm 
in which pairs of individuals answer a series of ques-
tions that becoming increasingly more personal and 
also engage in relationship building tasks (e.g., play 
a game) together. Remarkably, pairs who engage in 
this fast friend task feel closer and more connected 
to one another than pairs who simply engage in small 
talk. Recently, this task has been used to reduce ra-
cial prejudice and create closeness among out- group 
members. For example, this paradigm was successful 
in building trust and admiration between police of-
ficers and Black community members (Aron et al., 
2007). Moreover, Page- Gould, Mendoza- Denton, 
and Tropp (2008) had mixed- race and same- race 
strangers engage in the fast friend task, but adapted 
it to occur across three days. After participating in 
the task, participants completed a daily diary for ten 
consecutive days to assess the number of interracial 
interactions they initiated during that time and the 
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amount of conflict they experienced during those in-
teractions. The results revealed that individuals’ feel-
ings of how close they felt to their out- group partner 
increased significantly across the fast friend sessions 
and ultimately reduced the stress individuals experi-
enced, as measured by self- report and physiological 
(i.e., cortisol) measures. Moreover, the fast friend 
manipulation influenced the quantity and quality of 
individuals’ interracial interactions in general, particu-
larly for the individuals for whom these interactions 
were the most stressful. Specifically, highly prejudiced 
Whites who had made a cross- group friend initiated 
more interracial interactions during the follow- up ten 
days. Moreover, ethnic minorities who tended to be-
lieve that Whites would reject them on their basis of 
race had fewer interracial interactions that involved 
conflict during the post- ten- day diary period when 
they had made a cross- group, compared with a same- 
race, friend through the fast friend paradigm. Based 
on these studies, we recommend that the fast friend 
procedure be implemented during first- year orien-
tation among all roommates, but especially among 
mixed- race roommate pairs.

Another approach would be to foster recategori-
zation, replacing the focus on separate racial group 
identities with a salient common group identity. Ac-
cording to the Common Ingroup Identity Model 
(Gaertner and Dovidio, 2000), when members of dif-
ferent groups recategorize themselves into a single su-
perordinate group instead of perceiving one another 
as “we’s” versus “them’s” attitudes and behaviors  
toward the former out-group members become more 
positive. In this case, if White and ethnic minorities 
focus on their common group membership as stu-
dents of their universities (e.g., Princeton students) 
instead of as Whites and Blacks, then the dynamics of 
their daily interactions are likely to become more pos-
itive. As we reported earlier, West et al. (2009) found 
that when roommates from different racial/ethnic 
groups had a strong perception of common university 
identity across group lines, they established and main-
tained high levels of friendship over their first month 
on campus. Common group identity can be achieved 
through activities that repeatedly emphasize existing 
shared memberships (e.g., the same university or resi-
dence) or through cooperative activities (e.g., having 
roommates cooperate to achieve a number of goals 
during first- year orientation). Moreover, once a com-
mon identity is established, roommates are likely to 
engage in the reciprocal behaviors (e.g., mutual help-
ing and disclosure) that can create a behavioral foun-
dation for a positive relationship and ultimately pro-
duce more personalized interactions over time. Thus, 
recategorization and decategorization can operate in 
complementary ways as roommate relationships de-

velop. In addition, because friendship with a member 
of another group is one of the most potent forms of 
intergroup contact, these positive roommate relation-
ships can have cascading effects by improving inter-
group attitudes more generally (Pettigrew, 1997).

Our basic premise in this chapter is that the com-
plex and often subtle nature of contemporary inter-
group bias can have widespread impact on intergroup 
interactions, and ultimately, on the outcomes for 
members of different racial and ethnic groups. The 
work on intergroup roommate relationships illustrates 
the fragility of intergroup relationships in situations 
of sustained and socially intimate intergroup contact. 
In the next section we examine how these same in-
tergroup biases can also exert an adverse influence in 
task- oriented contact: medical encounters.

medical settings

At some point in life, people are likely to become ill 
and need to visit a medical facility. Prior to the 1964 
civil rights legislation and Medicare and Medicaid 
legislation in 1965, ethnic minorities tended not 
to visit the same medical facilities as Whites. Today, 
long after such restrictions have been removed, eth-
nic minorities receive health care in predominately 
White facilities and interact with White physicians. 
However, they do not always receive the same high- 
quality medical treatment as Whites, nor do they have 
the same successful interactions with physicians as do 
Whites. In one controversial study (Schulman et al., 
1999; see also Rathore et al., 2000), for example, 
physicians viewed video tapes of White and Black ac-
tors of both genders playing the role of patients com-
plaining about chest pains.2 Physicians were less likely 
to refer the African American than the White patients 
for further testing; this was especially true for African 
American female patients.

Many African Americans are aware of this disparity 
in treatment; thus, they are more likely than Whites to 
endorse beliefs that the medical field is biased against 
their group (Boulware et al., 2003). Furthermore, 
the more African Americans and Latino Americans 
endorse these beliefs, the more likely they are to pre-
fer a same- race physician (Chen et al., 2005). In addi-
tion, the more discrimination previously experienced 
in her daily life, the less likely an African American 
patient is to subsequently adhere to a non– African 
American physician’s recommendation (Penner et al.,  
2009b). Despite patients’ beliefs and preferences, 
which could be biased in their own right, might 
physicians interact with and treat actual patients dif-
ferently depending on the patient’s race? In this sec-
tion, we focus on how medical interactions between 
White physicians and ethnic minority patients might 



40   •   Prejudice and discrimination

be plagued by racial bias and thus contribute to racial 
disparities in health care and outcomes.

Medical interactions tend to meet all but one of the 
primary conditions posited by Allport (1954) as the 
ideal factors to foster harmonious intergroup encoun-
ters. The one missing piece is that health- care provid-
ers and patients are not of equal status— health- care 
providers, especially physicians, have higher status 
in this context than the patient. However, Allport’s 
other three conditions are generally met. Health- care 
providers and patients have the common goal of mak-
ing the patient healthier, which means they are likely 
to be willing to work together. Moreover, they are in-
terdependent: the health- care provider’s actions have 
direct effects on the patient, and the patient’s deci-
sion to follow the health- care provider’s advice influ-
ence the health- care provider’s success rate. Finally, 
the American Medical Association and the federal 
government support and encourage medical interac-
tions across the racial divide, often providing financial 
resources for White health- care providers to work in  
predominately ethnic minority communities. Thus,  
three of the four primary conditions are satisfied for 
successful intergroup interaction. But, are interactions  
between White health- care providers and ethnic mi-
nority patients of high quality, or do they suffer as a  
result of intergroup bias? More important, might poli-
cies be implemented to make these interactions more  
successful, ultimately reducing care disparities between 
Whites and African Americans?

As we noted previously, racial bias has become 
more subtle over time, in part because of changes 
in social norms and laws. This becomes clear when 
one looks at Whites’ behaviors toward ethnic minori-
ties, compared to other Whites, when the norms for 
appropriate behavior are ambiguous and uncertain 
(Dovidio and Gaertner, 2004). In these instances, 
Whites tend to be biased against ethnic minorities 
but justify their behavior to factors other than race. 
This is evident in the medical area, for example, when 
standard protocol is ambiguous and there is high 
level of clinical uncertainty. In such cases, health- care 
providers are left to make decisions using their own 
discretion, under cognitive demand because of time 
pressure and resource constraints (Smedley, Stith, and 
Nelson, 2003). Indeed, evidence suggests that it is 
under these circumstances that medical- care provid-
ers’ biases come into play the most (see Penner et al., 
2007, for a review).

Subtle racial bias is also apparent in the verbal and 
nonverbal behaviors displayed by health- care pro-
viders during interactions with patients. In general, 
health- care providers display more negative and less 
supportive behaviors toward ethnic minority, com-
pared to White, patients. For example, physicians are 

less patient- centered, more verbally dominant, and ex-
press lower levels of positive affect with African Amer-
ican, compared to White, patients (Johnson et al.,  
2004). In addition, when African American patients 
seek information from their physicians, they receive a 
lower proportion of information in return compared 
to White patients (Gordon et al., 2006). These dif-
ferences in behaviors are most pronounced in inter-
actions when the physician is White and the patient 
is ethnic minority, though all interracial medical in-
teractions (i.e., even African American physicians and 
White patients) are of poorer quality compared to 
same- race ones (Ferguson and Candib, 2002; Saha  
et al., 1999). Interracial medical interactions are shorter,  
involve slower speech, and are characterized by less 
positive patient affect, as assessed by independent cod-
ers of the interaction, compared to same- race medi-
cal interactions, even after controlling for variables 
that may influence these outcomes, such as age and 
health status (Cooper et al., 2003). Moreover, White 
physicians are less likely to provide sufficient medical 
information and are less likely to encourage African 
American patients to participate in medical decision 
making compared to White patients (Cooper- Patrick 
et al., 1999). Differences in behaviors toward Whites 
and ethnic minorities are also evident among newly 
established health- care providers. For example, White 
medical students and residents have significantly de-
creased rapport with Hispanic patients (Hooper et al., 
1982; Shapiro and Saltzer, 1981), and display fewer 
positive expressions in their speech to Hispanic, com-
pared to White, patients (Sleath, Rubin, and Arrey- 
Wastavino, 2000). In sum, accumulating evidence 
suggests that ethnic minority patients are the target of 
more negative interpersonal treatment during medical 
interactions, especially with White health- care provid-
ers (for reviews see Dovidio et al., 2008; Penner et al., 
2007; van Ryan and Fu, 2003).

Differences in the behaviors of White health- care 
providers during interactions with ethnic minority, 
compared to White, patients do not occur without 
costs. Many of the negative communication patterns 
noted above are associated with lower patient compli-
ance, patient satisfaction, and health- care outcomes 
(Stewart, 1995). For example, when doctors are 
dominant and less informative, patients are less likely 
to have a strong grasp on their health- treatment op-
tions and less likely to comply with the options they 
are given (Hall, Roter, and Katz, 1988). Therefore, 
interventions and policies are needed in order to com-
bat these problems in interracial interactions in the 
medical context.

The research described thus far implies that racial 
bias exists in medical interactions because of the dif-
ferences in behaviors based on the patient’s race. Ad-
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ditional research, albeit limited, provides direct evi-
dence that the racial beliefs of health- care providers 
impact their behaviors toward patients. In a sample 
of predominately White health- care providers, for 
example, physicians rated African American patients 
as less educated and intelligent, abusers of drugs, less 
desiring of a physically active lifestyle, and less compli-
ant with medical advice (van Ryn and Burke, 2000; 
van Ryn et al., 2006). Endorsement of these beliefs, 
in turn, influenced physicians’ recommendations for 
treatment. Specifically, perceptions of patients’ edu-
cation and physical activity levels were responsible 
for African American patients being recommended 
for bypass surgery less often than White patients 
(van Ryn et al., 2006). In similar work, Green et al.  
(2007) found that the implicit racial attitudes of  White  
health- care providers predicted their behaviors to-
ward minority patients.

Consistent with the U.S. Department of Health 
and Human Services’ goal to eliminate racial dis-
parities in health, medical institutions, such as the 
Institute of Medicine, have put forth various policy 
recommendations for ways to reduce racial biases 
in medical contexts (Betancourt and Maina, 2004). 
We describe three of these policy recommendations 
here. One recommendation is to create policies that 
strengthen physician- patient relationships in publicly 
funded health plans (Smedley, Stith, and Nelson, 
2003). As we explained earlier, the psychological 
evidence demonstrates that people who are highly 
motivated to be nonprejudiced can control even the 
subtle effects of implicit biases if they have the time 
and cognitive resources to do so. One direct policy 
implication of these findings is that guidelines should 
be created and enforced that limit patient loads per 
primary physicians in order to reduce the psychologi-
cal and material resource constraints that make it easy 
for physicians’ biases to interfere with the medical 
interaction. Similarly, according to the Institute of 
Medicine, policies are needed that enforce time al-
lotments for patient visits (longer times allotted and 
allowance for more time when necessary) to facilitate 
smoother interactions.

A second recommendation by the Institute of 
Medicine is to integrate cross- cultural education 
into the training of all health- care professionals. In-
deed, the Liaison Committee on Medical Education 
and the Accreditation Council on Graduate Medical 
Education strongly encourage that cross- cultural cur-
ricula be integrated into medical education. Although 
such practice is encouraged, it is not always fulfilled 
(Betancourt, 2006; Welch, 1998). When cultural 
competence training does occur, students are made 
aware of sociocultural influences on health beliefs and 
behaviors. Moreover, they are taught how biases de-

velop from normal categorization processes and can 
influence medical decisions. Indeed, cultural sensitiv-
ity training has been shown to increase health- care 
providers’ intergroup tolerance and openness to oth-
ers (Culhane- Pera et al., 1997). In addition, health- 
care providers with cross- cultural educational training 
have shown improvements in interpreting verbal and 
nonverbal cues communicated to them by out- group 
members (Majumdar, 1999). Furthermore, simply 
having medical students reenact experiences of per-
ceived discrimination or insensitive behaviors im-
proves their cultural sensitivity (Johnston, 1992).

Unfortunately, however, one of the limitations of 
many of the existing cross- cultural training programs 
is that the programs focus on changes in participants’ 
intergroup attitudes as a result of being in the pro-
gram instead of the effectiveness of the training on 
participants’ actual behaviors in medical interactions. 
Although changing health- care providers’ attitudes 
is essential, it is also crucial to assess whether or not 
these changes translate into improvements in behav-
ior. There is indirect evidence, however, that cross- 
cultural training improves health- care providers’ be-
haviors toward their patients. Specifically, Majumdar 
et al. (2004) found that patients who were treated 
by health- care providers with cross- cultural training 
reported overall better functioning than patients who 
were treated by health- care providers without such 
training.

Finally, the Institute of Medicine committee rec-
ommended training more ethnic minority, especially 
African American, health professionals. Among medi-
cal school graduates in 2001, only 10% were ethnic 
minorities. Therefore, there is a dire need to enforce 
affirmative action policies in medical school admis-
sions and residency recruitment in order to ensure a 
diverse medical profession. This would allow minority 
patients to have a higher probability of having race- 
concordant medical interactions. In addition, White 
physicians’ racial attitudes about ethnic minorities 
may change as a result of interacting with other in- 
group members (physicians) who differ from them 
only in terms of race.

In addition to the recommendations by the In-
stitute of Medicine, we offer several policy recom-
mendations that focus specifically on improving the 
dynamics of medical care provider– patient interac-
tions as a means to reduce health disparities. Similar 
to Penner et al. (2007), one practice we recommend 
is for policy makers to emphasize continuity of care, 
meaning that a patient sees the same provider or small 
group of providers who interact with one another 
over an extended period of time. Given that regular 
contact with members of different racial groups re-
duces anxiety and stereotyping (Pettigrew and Tropp,  
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2006), White health- care providers are likely to be-
come more comfortable with the same ethnic mi-
nority patient over time, perceiving them in more 
individualized (decategorized) ways and decreasing 
the chance for unintended biases to be problematic 
in providing excellent care to their patient. More-
over, contact with the same ethnic minority patient 
over time is likely to increase rapport and empathy 
as medical providers learn more personal information 
about their patients. Furthermore, patients are likely 
to become more trusting of their medical- care provid-
ers; trust, for good reasons, tends to be low among 
African American patients (Halbert et al., 2006). In 
settings in which it is difficult to ensure that a patient 
will see the same provider, such as walk- in clinics that 
have limited permanent staff, it is often possible to 
create patient- provider “teams,” which can enhance 
a sense of psychological connection as well as offer 
continuity in medical care (Penner et al., 2009a).

Even when patients regularly see the same pro-
vider, creating perceptions of a physician- patient 
team can reduce bias and improve the quality of in-
teraction in medical encounters between physicians 
and patients of different races through the principles 
outlined in the Common Ingroup Identity Model 
(Gaertner and Dovidio, 2000). That is, the goal is to 
encourage medical- care providers to view themselves 
and their patients as members on the same team in-
stead of viewing themselves as members of one group 
(medical- care providers) and their patients as mem-
bers of a different group (people needing help). This 
approach is likely to foster a sense that the medical- 
care provider and patient are collaborators who are 
working together to make the best medical decision.

Another practice we recommend is to provide a safe 
space, perhaps as part of a diversity training workshop, 
for medical- care providers to be made aware of their 
potential for racial bias during interactions with pa-
tients. Because of their egalitarian values it is common 
for people to deny that they are biased and that their 
behaviors may reflect racial bias. This is likely because 
people tend to focus on blatant forms of bias, and 
in contemporary American society, expressing blatant 
racial bias during interactions, including interactions 
between health- care providers and patients (Epstein, 
2005), is not common. In fact, research shows that 
most medical providers deny that a patient’s race plays 
any role in their medical decisions (Lurie et al., 2005), 
though it is clear that it does (Dovidio et al., 2008). 
Research shows that when low- prejudiced people are 
made aware of the discrepancy between their personal 
beliefs and actual behavior toward racial out- group 
members, they feel compunction and are motivated 
to change their behavior in the future (Monteith 
and Mark, 2005). If medical- care providers are made 

aware that their behaviors toward patients not of their 
racial group are biased, they are likely to try to change 
those behaviors, and research suggests that with prac-
tice they will be able to do so (Dovidio, Kawakami, 
and Gaertner, 2000; Kawakami et al., 2000). Based 
on research revealing that increased knowledge of an-
other group has only limited effects for improving in-
tergroup relations (Pettigrew and Tropp, 2008), Bur-
gess et al. (2007) proposed that programs for medical 
students not only increase awareness of the complex 
nature of contemporary intergroup bias but also in-
struct and train students in the skills (e.g., partner-
ship building with patients and emotion regulation) 
that can help them control even implicit biases in their 
medical interactions.

In this section we have suggested the different 
ways that intergroup biases can shape medical en-
counters in ways that can contribute, often without 
the parties’ awareness or intention, to racial disparities 
in health care and, ultimately, health. In the next sec-
tion, we illustrate the operation of these processes in a 
very different context— the workplace.

Workplace Context

The Department of Labor estimated in 2007 that the 
average employee spends approximately 1,900 hours 
a year working, which is equivalent to about one- 
third of one’s waking hours. Given that the number 
of ethnic minorities in the workforce has increased as 
a result of federal laws, specifically Title VII of the 
Civil Rights Act of 1964, that not only prohibit dis-
crimination against hiring minorities but also encour-
age action to hire minorities, many of these working 
hours are likely to involve interactions across racial 
lines. With respect to the conditions Allport (1954) 
posited as facilitating harmonious intergroup interac-
tions, all but one is usually met in the workplace. Al-
though there are certainly cases where people of dif-
ferent racial groups but of equal status interact in the 
workplace, given the racial segregation of jobs in the 
United States (Forman, 2003), it is more likely the case  
that Whites are in the higher- status role, whereas eth-
nic minorities are in the lower- status role (i.e., White 
supervisor, African American subordinate). The other 
conditions, however, are generally met.

Despite federal laws promoting racial equality, 
there is widespread evidence that racial disparities and 
discrimination still persist in employment processes, 
from recruitment to advancement as well as in typical 
everyday interactions in organizations (Brief, Butz, 
and Deitch, 2005; see Fiske and Krieger, this volume, 
for policy issues surrounding gender discrimination). 
As we have shown with similar findings among stu-
dents in residential settings on college campuses and 



Biases in interracial interactions   •   43

health- care providers and patients in medical settings, 
people prefer to interact with other racial in- group 
members in the workplace (Williams and O’Reilly, 
1998). This is the case for coworkers working to-
gether on various business tasks as well as for mentor- 
protégé relationships. White managers, for example, 
are less likely to form mentoring relationships with 
ethnic minorities than with White protégés (Thomas, 
1993). This disparity is quite unfortunate because 
mentoring relationships are wonderful resources for 
promotions and career mobility. Given that there 
are not often many ethnic minorities in higher- status 
positions in corporations, ethnic minorities may not 
receive the mentoring they need for upward career 
mobility; thus, the status quo regarding race and lead-
ership roles in companies is enforced.

In addition to a general preference for working 
with in- group members in the workplace, employees 
tend to be biased against out- group members even 
when important qualifications, such as skills, are 
equivalent across different group members. For ex-
ample, “audit studies” in which researchers send re-
search assistants into the field as potential applicants 
have shown different treatment of African American 
and White job applicants who were matched in quali-
fications and interviewing skills (e.g., Pager and West-
ern, 2006). Specifically, African American applicants 
are less likely to receive an interview and eventually 
be hired than White applicants. However, even if eth-
nic minority job applicants are just as likely as White 
job applicants to receive an interview, their experience 
during the process of inquiring about a job is often 
less positive than that of Whites, especially if their 
ethnicity is made salient to the employee. In an il-
lustration of this, Barron, Hebl, and King (2011) had 
White and ethnic minority research assistants pose as 
potential job applicants. The applicants entered dif-
ferent stores and asked the manager on duty for a job 
application. During this process, the assistants wore 
hats that either mentioned their ethnicity (e.g., Black 
Student Association; Asian American Student Asso-
ciation) or had no reference to ethnicity (i.e., Rice 
Student Association), but the students were unaware 
of the message on the hat. After interacting with the 
manager, the assistants rated their experience, and 
independent coders rated the quality of the interac-
tion. Results revealed that employers were not biased 
against the ethnic minority applicants on formal em-
ployment behaviors, such as permission to complete 
a job application and callbacks for further consider-
ation. However, bias was expressed more subtly in 
the employers’ interaction behaviors. The employers 
spent less time and used fewer words when interacting 
with the ethnic minority applicants whose race was 
made salient by the hats than their White counter-

parts. Taken together, these findings reveal that eth-
nic minority job applicants receive differential treat-
ment during interactions from the initial stages of the 
employment process, which may undermine their de-
sire to pursue employment in a company.

Moreover, if ethnic minorities do follow through 
with an interview, bias is apt to come into play during 
the interview, making it difficult for them to have a 
successful interview and ultimately be hired. As we 
have noted before, racial bias is most likely to occur 
in less structured situations and when nonracial ex-
planations can be used to justify individuals’ decisions 
(Brief et al., 2000; Elvira and Zatzick, 2002; Huffcut 
and Roth, 1998). In the workplace this means that 
when the interview is less structured, evaluations of 
African American and Hispanic applicants during the 
employment interview are less favorable than those of 
White applicants (Huffcut and Roth, 1998). For ex-
ample, Dovidio and Gaertner (2000) illustrated that 
in a simulated hiring situation, Whites were not biased 
against African American job applicants compared to 
White job applicants when the applicant’s qualifica-
tions were clearly weak or strong. However, when the 
job applicant’s qualifications were moderate, which 
creates an ambiguous situation, Whites were biased 
against the African American candidate because they 
were able to justify their decision on a factor other 
than race (i.e., lack of skills). Moreover, Son Hing  
et al. (2008) further demonstrated that racial bias in 
hiring for moderately qualified candidates is predicted 
by people’s implicit racial bias. Thus, employers may 
not be aware of how their biases shape their percep-
tions of minority candidates, ultimately limiting the 
latters’ employment opportunities.

Moreover, racial biases are often leaked through 
nonverbal behaviors during interactions, which can 
interfere with a successful interview process. Word, 
Zanna, and Cooper (1974) illustrated this by hav-
ing naive White interviewers interview White and 
African American interviewees, who were trained to 
behave in a similar fashion. They found that the naive 
White interviewers displayed less friendly nonverbal 
behaviors toward African American interviewees than 
toward White interviewees. Specifically, the White in-
terviewers were more physically distant, asked fewer 
questions, and made less eye contact during inter-
views with African American, compared to White, 
interviewees. In a second study, Word, Zanna, and 
Cooper (1974) trained White interviewers (confeder-
ates) to display either friendly or unfriendly nonver-
bal behaviors toward naive White interviewees. The 
results revealed that the naive, White interviewees 
who were the target of unfriendly nonverbal behav-
iors performed worse during the interview than those 
who were the target of friendly nonverbal behaviors. 
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Thus, the White interviewees who received the same 
sort of unfriendly treatment that the African Ameri-
can interviewees in the first study had received did not 
perform well during the interview. Taken together, 
these findings show that unstructured interviews and 
differences in nonverbal behaviors during structured 
interviews can be detrimental to the career advance-
ment of ethnic minorities.

Not only do White employers’ personal biases in-
fluence their behaviors during interactions with job 
applicants and employees, but biases intrinsic to the 
workforce may influence employers’ behaviors, ulti-
mately affecting ethnic minorities’ success in business. 
Moreover, ethnic minorities’ sensitivity to Whites’ 
nonverbal behaviors may also create disadvantages 
for ethnic minorities’ performance in the workplace. 
These two issues were illustrated in a recent study 
on behavioral mimicry in interethnic interactions in 
the workplace (Sanchez- Burks, Blount, and Bartel, 
2007). Behavioral mimicry is the process by which 
people unknowingly change the timing and content 
of their behaviors so that they mirror the behavioral 
cues expressed by their partner (e.g., Chartrand and 
Bargh, 1999). People tend to feel more comfortable 
with and like those who mirror them than those who 
do not, and they tend to mirror people they feel com-
fortable with and like (Chartrand and Bargh, 1999; 
Lakin and Chartrand, 2003). People are generally un-
aware that they are engaging in behavioral mimicry, 
and when they are aware that their interaction partner 
is mimicking them, they show less rapport with that 
partner than when they are unaware of this behavior 
(Chartrand, Maddux, and Lakin, 2005).

Perhaps because in the American workplace more 
attention is placed on task concerns than on inter-
personal relationships and emotions, Sanchez- Burks, 
Blount, and Bartel (2007) suggested that White 
Americans are less likely to engage in behavioral mim-
icry when interacting with subordinates, regardless 
of the subordinates’ cultural background. Because 
of their cultural traditions, Latinos are more sensitive 
to relational cues, such as behavioral mimicry, than 
Whites (Sanchez- Burks, Bartel, and Blount, 2009). 
As a result, interactions between a White manager 
who does not engage in behavioral mimicry and a 
Latino subordinate may be less positive than interac-
tions between this same White manager and a White 
subordinate. To test this idea, Sanchez- Burks, Blount, 
and Bartel (2007) had White and Latino midlevel em-
ployees of a United States Fortune 500 company par-
ticipate in a mock interview in a headquarters’ office 
suite. Participants were assigned to be interviewed by 
a White interviewer who mimicked or did not mimic 
the employees’ behaviors in a subtle manner. The 
presence of behavioral mimicry decreased the amount 

of anxiety among Latinos but not among Whites. 
Moreover, the presence of behavioral mimicry im-
proved Latinos’ self- reported performance evalua-
tions as well the experts’ ratings of their performance, 
but this did not occur with White employees. Thus, 
the subtle nonverbal behaviors (or lack thereof), and 
especially the attention to these behaviors (or atten-
tion to the lack of such behaviors), has the potential 
to have a greater impact on ethnic minorities’ per-
formances in the workplace than on Whites’. This is 
quite unfortunate because ethnic minorities are most 
often in subordinate positions in the workplace, and 
these findings suggest that their continued awkward, 
uncoordinated interactions with White superiors may 
interfere with their advancement in business.

Given that a diverse workplace has the potential 
to promote creativity as well as improve employees’ 
individual and group performances (Ely and Thomas, 
2001), policies that are designed to alleviate impedi-
ments to harmonious intergroup interactions are 
essential to the success of a company. One policy 
that some companies have wrestled with is diversity 
training as a means to improve intergroup relations 
among employees. There are many kinds of diversity 
training programs, but they are not always successful 
at their ultimate goal of decreasing intergroup bias 
and improving intergroup interactions. Arthur and 
Doverspike (2005) summarized the most important 
elements needed for these programs to be effective. 
Specifically, (a) the training must emphasize dispelling 
stereotypes instead of avoiding them; (b) specific steps 
must be included to show workers how to translate 
their positive racial attitudes into positive behaviors; 
(c) there must be sufficient time available for training; 
and (d) the training must be sanctioned by top man-
agement, but it should not come across as occurring 
merely for workers to be politically correct in their 
behavior.

In addition to those elements, we recommend that 
diversity training programs focus on fostering a com-
mon in- group identity among employees of diverse 
backgrounds. That is, employees should be encouraged  
to think of themselves as a superordinate group (i.e., 
employees of Company X) who are working together 
to produce the best outcome in the most efficient 
manner instead of individuals from different racial 
groups. Indeed, research shows that Whites who were 
induced to perceive themselves as teammates with an 
African American partner evaluated their partner more 
positively than Whites who perceived themselves as 
individuals who were just working on the same task as 
an African American (Nier et al., 2001). Furthermore, 
banking executives who had experienced a corporate 
merger with various other banks had more favorable 
attitudes toward the executives of the various banks 
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when a common identity group was created (Bach-
man, 1993, as cited in Dovidio and Gaertner, 2004). 
Taken together, it is likely that diversity training pro-
grams that foster a common identity among employ-
ees of diverse backgrounds will improve the dynamics 
of interactions among these employees.

Conclusion: Intergroup Dynamics and Policy: 
Common Threads

In this chapter, we described the complex nature of 
intergroup attitudes, which often includes uncon-
scious prejudice that is manifested in subtly biased 
ways rather than in terms of blatant discrimination. 
Moreover, we have outlined the particular challenges 
of interracial interactions, in which the different 
perspectives and expectations of Whites and African 
Americans can produce miscommunication and mis-
understandings, and often divergent perspectives that 
reinforce intergroup mistrust. We have also shown 
that across three contexts— residential spaces on col-
lege campuses, medical facilities, and workplaces— 
people prefer and have more positive experiences 
during same- race, rather than interracial, interactions, 
make decisions that favor in- group members, and 
behave more positively toward in- group members. 
Their negative decisions and behaviors, however, are 
not always blatant and generally occur when the situ-
ation is less structured so that it is more ambiguous as 
to whether or not race played a role. We have also dis-
cussed policies used in each setting to combat interra-
cial bias. Clearly, policies and interventions need to be 
tailored to particular issues in specific contexts. The 
influence of intergroup biases is significantly different 
for college roommates, in medical provider- patient 
interactions, and in employer hiring decisions. Never-
theless, there are common threads in the dynamics of 
bias across these situations and thus similar challenges 
for policies and interventions to improve the different 
outcomes.

One common feature of these different situations 
is that bias is expressed in subtle ways: in more com-
plex and thus potentially strained relationships be-
tween roommates, shorter and less effective interac-
tions between physicians and patients, and in lower 
levels of rapport in employment interviews. In each 
of these situations, there is rarely an obvious, single 
action that qualifies as blatant discrimination. Thus, 
traditional policies that were designed to respond to 
overt forms of discrimination, although still impor-
tant today, are not sufficient for addressing the forms 
of bias that may be contributing to social problems 
in each of the areas we discussed. The contemporary 

challenge for policies may be to promote ways that 
intergroup relations can be as positive and produc-
tive as relations among members of the same racial or 
ethnic group.

There are two common practices that policy mak-
ers have taken in attempt to improve intergroup rela-
tions across the three contexts we have explored in 
this chapter. First, it is clear that action has been taken 
to implement ways to make sure that there is the op-
portunity for intergroup contact to occur. This means 
not only increasing the number of ethnic minorities in 
these settings, but also making sure that members of 
the diverse group actually interact with one another. 
For example, most universities have an explicit rule 
that race cannot be used as a factor to cluster students 
of the same racial group together in residential spaces. 
However, these same universities also have an implicit 
rule that race should be used to diversify these same 
spaces. Similarly, many medical administrators highly 
recommend that medical schools not only admit more 
ethnic minority applicants, but also encourage that all 
students become involved in training that allows them 
to interact with a diverse population, such as working 
in hospitals that are in a predominately ethnic minor-
ity community. And, many companies and businesses 
attempt to increase their number of ethnic employees 
as well as make sure that their work teams are diverse, 
requiring individuals to interact with out- group mem-
bers. Mere contact, as Allport (1954) noted, is not 
enough. Thus, policy makers need to move beyond 
the first step of opening the doors to a diverse group.

As a second step toward moving beyond simply 
increasing the number of people from diverse back-
grounds, another practice that has been used by 
policy makers to improve intergroup encounters is 
multicultural training education programs that en-
hance knowledge of other cultures and acceptance 
of a diverse society. Although the content is not ex-
clusive to residential spaces, many universities require 
students to attend sessions about diversity as a part of 
their freshmen orientation. Likewise, the Institute of 
Medicine recommends that cross- cultural education 
be a required part of medical training. Indeed, some 
medical schools have followed this advice and made 
diversity training classes required, whereas others 
have included these classes in the curriculum only as 
electives. And, perhaps hoping for a potential financial 
return, many companies and organizations also offer 
diversity training workshops for their employees.

Although diversity training is a step beyond simply 
increasing the number of minorities in a community, 
it is important to note that the research on the ef-
fectiveness of multicultural training has been, at best, 
mixed. Most of this research suggests that this type of 
training is good for changing explicit racial attitudes  
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but may be less effective for changing implicit racial  
attitudes and nonverbal behaviors, which is a major 
means by which unconscious bias is expressed. 
Throughout this chapter, we have focused on find-
ings from social psychological research that we believe 
would be most useful to policy makers as they develop 
these diversity training programs. We emphasize, for 
example, that members of the diversity training work-
shop should be made aware of their potential for in-
tergroup bias. In addition, we recommend creating a 
common identity among the different groups instead 
of focusing on separate racial groups. These factors 
have been shown to facilitate harmonious interracial in-
teractions and reduce racial bias. Thus, policy initiatives 
that include these practices are likely to be quite prom-
ising in changing race relations in American society.

In conclusion, we identify three fundamental prin-
ciples for guiding policies and interventions across 
different contexts. The first principle that forms the 
basis of all our recommendations is that diversity 
needs to be acknowledged even while recognizing 
common connections and shared identities across 
group lines. Put simply, the effects of racism, which 
involve the perceptions and actions of Whites and Af-
rican Americans, among others, cannot be addressed 
through policies that ignore race as a determining fac-
tor (e.g., color- blind policies). Indeed, research has  
found that multicultural perspectives on racial diver-
sity are associated with less racial bias than are color- 
blind perspectives (Richeson and Nussbaum, 2004; 
Wolsko, Park, and Judd, 2006). Moreover, Plaut and 
colleagues found that racial minorities who worked 
in departments with White co- workers who en-
dorsed a multicultural ideology were more engaged 
in their departments than were racial minorities who 
worked in departments with Whites who endorsed 
colorblindness (Plaut, Thomas, and Goren, 2009). 
In other words, the endorsement of multiculturalism 
was associated with greater feelings of belonging and 
engagement among minority employees. Although 
color blindness may have unexpected negative out-
comes, the acknowledgement of group memberships 
should not reinforce race as a biological concept but, 
simply, recognize it as a social reality in contemporary 
American society.

The second common principle underlying all our 
recommendations is that for policies and interven-
tions to be effective, they have to consider the com-
plex and often subtle nature of intergroup bias today. 
As we noted in our review of the literature on inter-
racial interaction, Whites and Blacks often have differ-
ent interpretations of and responses to interracial con-
tact situations, and interventions need to address the 
needs of members of the different groups. Because 
intergroup relations and outcomes are shaped by 

members of the different groups, policy makers need 
to understand those different perspectives and address 
the unique needs, as well as the common objectives, 
of the members of the groups.

And finally, our third principle is that policies need 
to consider both the long- term and short- term effects, 
weighing both with an eye to achieving the ultimate 
goal of the intervention. For example, the research 
on university residences revealed that relationships 
between roommates of different races are often more 
strained than are relationships between roommates of 
the same race. Nevertheless, having a roommate of 
a different race can, over time, produce more posi-
tive intergroup attitudes and relations on campus. In 
other contexts, groups with racial and ethnic diversity 
often experience more social tensions than do racially 
or ethnically homogeneous groups (Putnam, 2007), 
but at the same time, diverse groups are better at solv-
ing complex problems that require divergent think-
ing (Antonio et al., 2004) and attending to a broader 
range of relevant information in the analysis of issues 
(Sommers, 2006). Policies aimed at achieving im-
mediate harmony may thus preclude achieving other, 
often more desirable, long- term benefits of diversity.

Notes

1. The committee created to examine the role of inter-
group biases in racial disparities in health outcomes “found 
no direct evidence that racism, bias, or prejudice among 
healthcare professionals affects the quality of care for mi-
nority patients, such as that which might be available from  
audit studies where ‘testers’ from different racial or ethnic 
groups present in clinical settings with similar clinical com-
plaints, histories, and symptoms to assess possible differences 
in the quality of their treatment” (Smedley, Stith, and Nel-
son, 2003, p. 176). However, the committee acknowledged 
that bias, stereotyping, and prejudice on the part of health 
care providers can not be ruled out.

2. Researchers who reanalyzed the dataset claim Schul-
man’s et al. findings were incorrect (e.g., Schwartz, Wolo-
shin, and Welch, 1999).
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Chapter 3

Policy Implications of Unexamined 
Discrimination
Gender Bias in Employment as a Case Study

SuSan T. FiSkE

Linda H. kriEGEr

More than forty years after Congress passed Title VII 
of the Civil Rights Act of 1964, economists and legal 
scholars still debate whether this statute and similar 
others are effective and efficient tools for reducing dis-
crimination in U.S. labor markets. Informed by prin-
ciples and perspectives from neoclassical economics, 
some argue that all such regulation is inefficient, even 
counterproductive, and that markets and marketlike 
instruments can more effectively eliminate discrimi-
nation (Cooter, 1994; Epstein, 1995; Posner, 1987, 
1989). Opposing this view, other scholars argue that 
market forces alone cannot eliminate all forms of dis-
crimination from the labor market, and that at least 
some regulatory interventions are essential to the task 
(Donohue, 1986, 1987, 1989; Sunstein, 1991).

Using new behavioral and neuroscience re-
search and using sex discrimination as a case study, 
we build on work challenging the rational- actor as-
sumptions underlying much of the debate over sex 
discrimination law and policy (Charny and Gulati,  
1998; Kang, 2005; Krieger, 1995, 1998; Krieger 
and Fiske, 2006). Employment decision makers (in-
terchangeable herein with managers) cannot always 
act rationally, because, even if they consciously sup-
port equal opportunity norms, the subtle, unexam-
ined forms of gender bias may prevent them from 
accurately perceiving decision- relevant information 
or optimally using it to make employment decisions. 
That is, managers might explicitly endorse equal op-
portunity, but unexamined prejudices might never-
theless derail their decisions. Moreover, when making 
employment decisions, managers’ incentives often go 
beyond maximizing conventional utilities that, theo-
retically, might operate to squeeze discrimination out 
of employment decision making (McAdams, 1995).

Modern, Subtle Bias

In The Declining Significance of Gender?, Blau, 
Brinton, and Grusky (2006) contrast an optimistic 
and a pessimistic scenario for gender discrimination. 
On the optimistic side, they note that the progress al-
ready made will lead to more progress, that egalitarian 
values spread and grow, that antidiscrimination leg-
islation is effective, that organizations are more and 
more female- friendly, and that women are overrepre-
sented in the growth sectors of the economy. Indeed, 
women have made tremendous strides in the past cen-
tury. Focusing on the world of work, our topic here, 
in 2006 women constituted 46% of the U.S. work-
force (U.S. Bureau of Labor Statistics, 2006), and the 
ratio of women to men in the $25– $35,000 range 
was about 50- 50 (Sailer, Yau, and Rehula, 2002). 
Upper- class women have increasing access to educa-
tion, income, prestigious occupations, more egalitar-
ian marriages, and childcare (Massey, 2007). Norms 
have changed dramatically, and with them, expecta-
tions about men and women have changed. The more 
women work full- time, the more women are seen as 
agentic (Diekman and Eagly, 2000), because gender 
stereotypes reflect the distribution of men and women 
into social roles (Eagly and Steffen, 1984; Hoffman 
and Hurst, 1990). In this view, as times change, so 
too will stereotypes and, consequently, discrimination.

The pessimistic view however is at least equally 
plausible (Blau, Brinton, and Grusky, 2006; Rudman 
and Glick, 2008). Popular media recount anecdotes 
about women opting out of paid employment (Belkin, 
2003, 2005; Faludi, 1991; Story, 2005). Other pes-
simistic accounts acknowledge women’s shift into 
male- dominated jobs, but also the lack of reverse 
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shift, whereby men stream into female- dominated 
jobs, suggesting that equality is stalled. Women are 
so occupationally segregated that 50% of men and 
women would have to change jobs in order for them 
to be equally distributed by gender (Massey, 2007). 
The unequal distribution of men and women across 
occupations accounts for about three- quarters of the 
earnings differential by gender. Moreover, although 
women increasingly work outside the home, their 
hours are not fully offset by men’s involvement in do-
mestic duties. Finally, formal commitments to equal 
opportunity do not guarantee that men and women 
will pursue these opportunities equally.

Indeed, the facts bear out these pessimistic ac-
counts. Although men and women are employed to 
the same degree, women college graduates start out 
at lower salaries than men (80%) in their first year 
out of college (American Association of University 
Women [AAUW], 2007), before work histories could 
diverge. The more they move up the career ladder, 
women do even less well than men. Ten years out of 
college, women graduates earn 69% of male salaries. 
Even controlling for hours, occupation, parenthood, 
and other relevant factors, a quarter of the gap re-
mains. Overall, women average 80 cents per men’s 
dollar (Leonhardt, 2006), but in the top jobs, wom-
en’s salary gap widens. Among 30,000 managers, sal-
ary raises and promotions favor men more as prestige 
increases (Lyness and Judiesch, 1999). For salaries 
in the million- dollar- plus range, the ratio of men to 
women is 13:1 (Sailer, Yao, and Rehula, 2002). In 
the Fortune 500 companies, a mere 1% of CEOs and 
5% of top officers are women (Catalyst, 2002). The 
earnings gap between men and women continues to 
widen in 70% of industries sampled (U. S. General 
Accounting Office, 2001). Women are clearly under-
represented in managerial and high- status professions 
(Reskin and Ross, 1992) and earn less even when 
they do reach those levels (Babcock and Laschever, 
2003; Reskin and Padavic, 2002; Roose and Gatta, 
1999). As status increases, the male- female earnings 
gap increases (Massey, 2007). We do not know how 
much of gender disparity results from gender bias 
because these are correlational data, although the 
research does statistically control for relevant vari-
ables. Using this method, the AAUW (2007) esti-
mates that a quarter of the pay gap is probably due to  
discrimination.

Moreover, causal evidence clearly demonstrates 
that gender bias occurs in experimental settings that 
control for extraneous variables. For example, in a 
technique known as the Goldberg (1968) paradigm, 
men and women present the same essay, the same ré-
sumé, or follow the same interview script, but male 

applicants still are favored over female ones (Eagly 
and Karau, 2002). A review of employment audit 
studies (field experiments with equivalent testers ap-
plying for advertised jobs) reached conclusions similar 
to the demographic correlational results (Riach and 
Rich, 2002). Senior, high- status positions always dis-
criminated against women, as did male- dominated 
fields. Sex- integrated fields sometimes discriminated 
against women. Finally, although female- dominated 
fields discriminated against men, these jobs earned 
less money and carried less prestige.

Self- reports concur. Of working adults, 22% of 
white women, but only 3% of white men, reported 
discrimination (Gallup Organization, 2005). Gender 
was the most frequently reported form of employ-
ment discrimination (26% of the cases interviewed), 
surpassing even race and ethnicity. Promotion (33%) 
and pay (29%) topped the list. In short, gender dis-
crimination is not over yet.

How can we account for these continuing inequal-
ities between men and women? The answer may lie in 
the subtlety of the continuing forms of bias. Both the 
optimists and the pessimists have an argument here. 
Although matters have improved for women, newly 
recognized forms of subtle bias have been uncovered, 
and these help to account for the stubborn persistence 
of gender biases. Norms have changed about express-
ing prejudices, certainly for race, and to a lesser de-
gree for gender. For example, scales of sexism cre-
ated nearly four decades ago (Spence and Helmreich, 
1972) are practically unusable now because almost no 
one endorses the most overtly prejudiced opinions 
(Glick and Fiske, 1996). Overt sexism is becoming as 
rare as secondhand smoke in polite company.

As norms have changed, techniques for measuring 
subtle forms of prejudice have become more sophis-
ticated, allowing psychological scientists to demon-
strate the perseverance of gender bias in less- examined 
forms. We describe how gender bias is, in turn, more 
automatic, ambiguous, and ambivalent than ordinar-
ily understood. All of these processes likewise apply 
to other protected categories, notably race, although 
each involves some distinct processes that we note 
briefly. This section closes with a consideration of mo-
tivated control over these processes.

The subtle forms of bias matter partly because or-
ganizational hiring and promotion relies on manag-
ers’ subjective judgments, which more easily fall prey 
to stereotypic assumptions (Heilman and Haynes, 
2008). Even when organizations use formal criteria, 
we will see that stereotypes can infect seemingly ob-
jective standards. Unexamined biases all too easily 
taint workplace judgments, absent the systemic inter-
ventions described later.
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automatic Stereotyping

Managers cannot be blind to gender, which shapes 
responses from the first moments of any encounter. 
According to neural evidence, people identify the 
gender of another person in a fraction of a second 
(e.g., Ito and Urland, 2003). Rapid gender- related 
associations follow in another fraction of a second. 
These automatic, often unconscious associations carry  
cognitive beliefs (including stereotypes), affective re-
actions (including emotional prejudices), and behav-
ioral tendencies (including discrimination). Some con-
sequences of the relatively automatic biases include,  
as we will see, within- gender category confusions, the 
priming of accessible gender biases, implicit gendered 
associations, and gender- category application under 
cognitive load (see Fiske and Taylor, 2008; Fazio and 
Olson, 2003, for reviews).

Category ConfuSionS

After people rapidly identify each other’s gender, they 
use this category to sort people and to tag the ensu-
ing information. As a result, people tend to confuse 
other people who fall into the same category, forget-
ting which woman (or which black or which older per-
son) contributed a suggestion. In the who- said- what 
experiments, spontaneous memory errors more often 
confuse people within a category than between cat-
egories (Taylor et al., 1978). At least twenty studies 
have demonstrated this confusion within-gender cate-
gories, as well as with race, age, sexual orientation, at-
titudes, attractiveness, skin tone, and relationship type 
(See, e.g., Maddox and Chase, 2004; Maddox and 
Gray, 2002; for reviews, see Fiske, 1998, pp. 371– 372;  
Klauer and Wegener, 1998). These memory errors 
occur without apparent intention, effort, or control, 
making them relatively automatic.

These confusions are not harmless; they encourage 
gender- based stereotyping (Taylor et al., 1978). That 
is, when behavior is tagged by gender, its interpreta-
tions shift: tagged as female, warm behavior is moth-
erly; tagged as male, it is socially skilled. Aggressive 
behavior, tagged as male, might be assertive, but 
tagged as female might be bitchy. These stereotypic 
interpretations and category- constrained associations 
operate below the surface. The category confusion it-
self may be all- too- painfully conscious, but it is subtle, 
first because people are typically unaware that they are 
lumping all the women into one category and all the 
men into another.

Second, the subtle harm of category- based confu-
sion operates particularly in a male- dominated work-
place. If managers fail to distinguish among women, 
it sends a message that they are interchangeable and 

not individuals worth differentiating. If the men seem 
interchangeable, it merely conveys that they are the 
contextual default group. As the proportion of one 
gender increases, the group as a whole is stereotyped 
according to that gender (Taylor et al., 1978), in this 
case masculine ones. Given the higher status of the 
average male- dominated workplace compared with 
a female- dominated one, confusing the women with 
each other undermines their being identified as indi-
vidual prospects for better jobs, but in a manner that 
is difficult to identify, since it is subtle.

Third, people are unaware of the category’s effects 
on their interpretations. Category confusions and the 
resultant stereotypes penalize women at work because 
the default female is stereotyped as nice but incom-
petent, therefore especially unsuited to high- status 
employment. And the professional female subtype 
is stereotypically competent but cold (Glick et al., 
1997), not conducive to promotion, as the first au-
thor testified in a relevant discrimination case (Fiske  
et al., 1991; Hopkins v. Price Waterhouse, 1985). Even  
if category confusions cause men to be stereotyped 
as masculine, male stereotypes are a closer fit to high- 
status jobs, such as manager (Heilman, 1983), so 
gender stereotypes harm women’s advancement more 
than that of comparable men. Category confusions, 
and the underlying process of categorical thinking, re-
flect subtle but harmful automatic bias at work.

aCCeSSibility

Another form of automatic bias occurs when people 
encounter a prime that makes accessible associated 
material in memory. Whether the prime itself enters 
one’s mind consciously or unconsciously, this prim-
ing process occurs without awareness, so it illustrates 
another route for gender bias to operate under the 
radar in settings that prime stereotypic roles. For ex-
ample, gendered language can prime stereotypic in-
terpretations of women’s traits, to their detriment in 
the workplace; as noted, stereotypically feminine at-
tributes are deemed liabilities for jobs with prospects 
for advancement.

Priming effects occur through the accessibility of 
certain gender- occupation associations (McConnell 
and Fazio, 1996). That is, the frequent suffix - man 
added to congressman or businessman influences the 
inferences drawn about the most appropriate gender 
for that job. The allegedly neutral - person suffix actu-
ally enhances the accessibility of female stereotypes. 
Enhanced accessibility of masculine and feminine at-
tributes occurs partly through frequent exposure to 
occupational- title suffixes (consider governor versus 
governess). The accessibility of primed attributes influ-
ences perceptions of the target person whose gender 
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makes the prime applicable, again to the detriment of 
women in high- status work.

One of the earliest accessibility studies demon-
strated how cognitively primitive this process can 
be. When people categorized another person as 
one of “us,” they automatically recognized positive 
traits more rapidly than when they categorized an-
other person as one of “them” (Perdue et al., 1990). 
People engaged in a lexical decision task (judging let-
ter strings rapidly as words or nonwords) identified 
positive words preceded by us faster than those pre-
ceded by them. This so- called priming of compatible 
responses (we = good; they = less good) appear in 
numerous studies of automatic associations (see Fiske 
and Taylor, 2008). To the extent that a workplace 
is male- dominated, an entering minority of women 
likely elicit responses that “they” are “less good” than 
“we” are.

Overall, priming studies have demonstrated that 
words related to women prime associations that re-
flect gender prejudice. For example, priming with 
gender- associated words (doctor, nurse) speeds 
identification of gendered pronouns, regardless of 
people’s awareness of the prime- target relations 
and regardless of their explicit beliefs about gender 
(Banaji and Hardin, 1996). Similar effects link pic-
tures of men and women, or even masculine and femi-
nine objects (e.g., baseball mitt versus oven mitt), to 
gender- stereotypic occupations (Lemm, Dabady, and 
Banaji, 2005). Priming thus affects not only the speed 
of identifying a relevant stimulus as a male or female 
person; it also affects stereotypic interpretations. That 
is, priming with stereotypically female behaviors (e.g., 
“won’t go alone”) made participants rate women as 
more dependent than men who performed the same 
behaviors (Banaji, Hardin, and Rothman, 1993). The 
typical contextual prime is not equal opportunity but 
sticks to stereotypically applicable stimuli.

Illustrating a different dimension, men primed 
with sexually suggestive advertisements subsequently, 
on a lexical decision task, responded faster to sexist 
words and more slowly to nonsexist words compared 
with controls (Rudman and Borgida, 1995). In a sub-
sequent job interview of a female candidate, sexually 
primed men asked her more sexist questions, recalled 
better her physical appearance, wrote less about her 
job qualifications, and rated her as less competent but 
more friendly. For those men who also scored high 
on an individual difference measure of likelihood to 
sexually harass, the primed ones were actually more 
likely to recommend hiring her as an office manager; 
however, their reasons for hiring her may have been 
reflected in the confederate interviewees’ own rat-
ings of the primed interviewer. Despite being blind 
to condition and individual differences, the women 

more often judged primed interviewers as staring 
at their bodies, as sexist, and as sexually motivated. 
Independent judges (also blind to experimental con-
ditions) likewise rated primed men as more sexual, 
more dominant, and as sitting too close. The inter-
view context makes this paradigm especially relevant 
to employment selection in male- dominated work-
places that display sexually provocative materials.

the impliCit aSSoCiation teSt

Priming focuses on a sequence whereby a prime makes 
accessible a subsequent interpretation of a relevant 
stimulus. Many measures of cognitive association tap 
frequently paired concepts occurring simultaneously 
without assuming that one comes first. The Implicit 
Association Test (IAT) is widely used to measure a 
variety of socially or politically sensitive associations 
(Greenwald et al., 2002; Greenwald, McGhee, and 
Schwartz, 1998).

Because the IAT is famous and focuses on preju-
dices, it has provoked controversy. Research using 
the IAT shows considerable convergent validity (i.e., 
relating it to other subtle measures; Cunningham, 
Preacher, and Banaji, 2001); the IAT also shows 
predictive validity (e.g., relating it to behavior; 
Greenwald et al., 2009). Most people show essentially 
automatic favoritism on the basis of common social 
categories such as gender, race, age, religion, nation-
ality (Rudman et al., 1999), and even minimal, arbi-
trary group memberships (Ashburn- Nardo, Voils, and 
Monteith, 2001).The IAT can distinguish between 
liking and respect. Beside sheer liking, one study ex-
amined attitudes toward female authority using the 
IAT, priming measures, and more explicit attitude 
measures (Rudman and Kilianski, 2000). The IAT 
asked people to categorize a series of words according 
to either a congruent rule (high- authority words re-
lated to men versus low- authority related to women) 
or an incongruent rule (the opposite). Participants 
saw individual words and classified them by one of 
two computer keys. Faster responses to congruent 
pairings indicate closer mental associations than the 
slower responses to incongruent pairings. In this 
study, implicit attitudes toward female authority and 
gender beliefs, both measured by the IAT, correlated 
with each other and with priming measures. Explicit 
attitudes also correlated with each other, illustrating 
the simultaneous existence of consciously egalitarian 
ideologies and less conscious automatic stereotypic 
associations in memory.

For other groups, too, implicit attitude measures 
correlate with each other and with nonverbal behav-
ior, all being unexamined responses. Because preju-
dice is a sensitive topic, implicit attitudes correlate 
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only sometimes with explicit attitude measures, which 
correlate with each other and with verbal (control-
lable) behavior (Dovidio, Kawakami, and Gaertner, 
2002; Greenwald et al., 2009; Hofmann et al., 2005). 
In a related technique, indirect priming measures also 
predict nonverbal behavior in interracial interactions, 
evaluations of an out-group member’s essay, emo-
tional reactions to out-group members, and other rele-
vant attitudes (Fazio and Olson, 2003).

Implicit measures may reveal associations that 
people would rather not admit. As a gender example, 
agentic (authoritative) women elicited a backlash for 
violating prescriptive stereotypes that women should 
be nice (Rudman and Glick, 1999). This prescrip-
tion reflects people’s agency versus communality 
stereotype, but only on the implicit, not the explicit, 
level (Rudman and Glick, 2001). These implicit as-
sociations are real in their consequences as an inter-
personal skills issue, for example, in demanding that a  
high- powered female accounting executive behave in 
a more feminine manner (Fiske et al., 1991; Hopkins v.  
Price Waterhouse, 1985). On a different dimension, 
but one that is also work related, people implicitly as-
sociate men with science and women with liberal arts 
and family (Nosek, Banaji, and Greenwald, 2002b).

The IAT reflects an automatic process, but only 
relatively so, in that people are aware of the words and 
pictures they are pairing, and they may even become 
aware of their relative speed of associating stereotypic 
combinations faster than counterstereotypic combi-
nations. Indeed, this makes the IAT a useful didac-
tic device. But people are not aware of the processes 
that speed or slow their responses. The IAT is only 
relatively automatic, too, in that it varies with con-
text. That is, perceivers may focus more on a person’s 
race or gender, cuing different associations (Mitchell, 
Nosek, and Banaji, 2003). Or, with effort, perceivers 
may form counterstereotypic images (Blair, Ma, and 
Lenton, 2001). Perceivers can control these effects if 
they have a counterstereotypic intention and if they 
have enough time and motivation (Blair and Banaji, 
1996), although sometimes this effort will backfire 
(Frantz et al., 2004).

In general, as mentioned, the IAT correlates mod-
erately with explicit measures, according to meta-  
analysis across studies (Hofmann et al., 2005). Corre-
lations increase when explicit self- reports are more 
spontaneous and when the measures are conceptually 
most similar. As noted, implicit measures correlate 
with nonverbal behavior, which is less monitored but 
still can create a chilling effect. Overall, the IAT may 
have particular utility for attitudes that people hesitate 
to report explicitly. And gender prejudice is one such 
attitude.

The generality of implicit measures to other sen-
sitive topics is clear. Just as gender shows automatic 
biases, so does race. Indeed, racial bias studies were 
among the first to identify truly automatic forms of 
bias by methods that predate the IAT. Whites identify 
positive traits (e.g., “smart”) faster when first primed 
with whites than with blacks (Dovidio, Evans and 
Tyler, 1986; Gaertner and McLaughlin, 1983; Perdue 
et al., 1990). People’s automatically positive in- group 
associations recur reliably over time (Kawakami and 
Dovidio, 2001) and predict nonverbal behavior in 
interracial interactions (Dovidio, Kawakami, and 
Gaertner, 2002). (Overt attitudes predict overt verbal 
behavior.) People can control their stereotypic associ-
ations by extensive training that is specific to the par-
ticular out-group, but it does not generalize to other 
out- groups (Kawakami et al., 2000). Note that many 
of these effects emphasize the in- group positives more 
than derogating the out- group negatives.

Across groups then, the IAT shows one more 
way that people have biases that they cannot easily 
acknowledge. Subtle biases matter in job- interview 
experiments, for example, where unexamined race- 
related nonverbal behavior creates social distance and 
damages interviewee performance and contributes to 
the interviewees’ perception of the interviewer as un-
welcoming (Word, Zanna, and Cooper, 1974). Along 
with category confusions, primed accessibility, and 
implicit associations comes one last type of relatively 
automatic bias.

Category aCtivation

People notice a person’s gender faster than they can 
say the person’s name (Cloutier, Mason, and Macrae, 
2005; Macrae et al., 2005). Although it is a relatively 
automatic process, category activation precedes the 
attention to cues relevant to multiple alternative cate-
gories (e.g., both gender and age), but people activate 
only the currently most relevant category (Quinn and 
Macrae, 2005) or the most accessible one (Castelli  
et al., 2004).

Having activated a category, people most easily 
process stereotype- consistent meanings, which take 
less cognitive capacity to process. But stereotype- 
inconsistent information especially bothers peo-
ple who are prejudiced; they especially attend to 
stereotype- inconsistency in an effort to explain it 
away (Sherman, Conrey, and Groom, 2004; Sherman 
et al., 1998, 2005). At early stages of stereotype ap-
plication, people prioritize a coherent impression, so 
they work on the inconsistencies; they then remember 
the inconsistent information that had required cogni-
tive work to assimilate. However, because they have 
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explained or assimilated it somehow, the inconsis-
tency may well not undermine their stereotypes.

Summary of automatiC Stereotyping

The first leg of subtle stereotyping, its automaticity, 
rests on basic categorization and rapid association 
processes. People easily tag other people by gender, 
confusing women with other women or men with 
other men and being biased accordingly. Because 
workplace status correlates with gender, this most 
often disadvantages the women. People’s unintended 
biased associations emerge in stereotype- relevant cog-
nitive tasks, showing the facilitation of stereotypic as-
sociations and prejudices. These relatively automatic 
processes do vary with cognitive load and motiva-
tion, mostly in the service of efficiency and stereotype 
maintenance. Stereotypes of women operate to their 
disadvantage in the workplace. Automatic racial and 
other biases operate in similar ways. Whether stereo-
types and evaluations measured this way are the “real” 
attitude or not matters less than the observation that 
these upstream, relatively automatic indicators do 
correlate with downstream consequential attitudes 
and behaviors.

In the workplace, if dominant groups more often 
hold powerful positions, their automatic biases matter 
more than the automatic biases of their subordinates. 
What is more, people in power are especially prone 
to automatic stereotyping for several reasons (Fiske, 
2010b). Power disinhibits behavior, making people 
monitor themselves less and operate on automatic 
more. Powerholders need each individual subordinate 
less than vice versa, so their motivation to be accurate 
is lower. Stereotyping other people is easier than in-
dividuating them, and for powerholders, it has fewer 
readily recognizable negative consequences.

ambiguous Stereotyping

Subtle stereotyping is difficult to detect not only 
because it is fast, but also because it is slippery. 
Interpretation is everything. People deal automati-
cally with clearly stereotypic or counterstereotypic 
information, as just seen. People also interpret am-
biguous information to confirm their biases. For ex-
ample, subjects were primed subliminally (i.e., below 
awareness) with rape- related terms (e.g., rape, aggres-
sive, scream), and then read an ambiguous aggressive 
sexual encounter between a man and a woman, one 
in which the responsibility for the sexual interac-
tion was mixed (Murray, Spadafore, and McIntosh, 
2005). Rape- primed observers afterward judged the 
woman more negatively than did unprimed observers, 

but only if they believed generally that the world is a 
just place (i.e., that people get what they deserve). 
Observers spontaneously attribute responsibility for 
events, and the rape- related primes presumably made 
the just- world believers more likely to blame the fe-
male participant for the ambiguous encounter. Those 
low on belief in a just world had the opposite reaction, 
rating her more positively, presumably because they 
did not blame her. Although the specifics might apply 
most closely to workplace interpretations of perceived 
responsibility for sexual harassment, the larger point 
of the example is that most behavior is ambiguous and 
open to interpretations depending both on observers’ 
belief systems and on contextual primes. These effects 
on interpretation of ambiguous behavior are subtle 
and unexamined.

People interpret not only the content of ambigu-
ous information but also its causal meaning. This phe-
nomenon has obvious applications to employment 
evaluations. That is, when men succeed at tradition-
ally masculine tasks, this success is viewed as reflect-
ing their inherent ability or worth, but when women 
achieve at the same (male) task, success is attributed 
to chance or circumstance (Deaux and Emswiller, 
1974; Swim and Sanna, 1996). The reverse obtains 
for traditionally feminine tasks. Applied to in- group– 
out- group relations generally, this phenomenon is 
termed the ultimate attribution error (Pettigrew, 
1979), and the effect appears in interethnic attribu-
tions (Hewstone, 1990). Recent evidence qualified 
this pattern, showing that it applies only to stereotype- 
confirming attributions (Glick et al., in preparation).

Interpretations of ambiguous information do not 
always disadvantage women in the most obvious 
ways. Because of “shifting standards,” a woman may 
receive praise when she performs well (for a woman). 
A man would have to perform better (well, for a man) 
to receive equal praise, because the male standards are 
higher for traditionally male domains. However, one 
cannot live on praise alone. When allocating scarce re-
sources, that is, when men and women compete, then 
the same stereotypes result in pro- male bias (Biernat 
and Vescio, 2002). Shifting standards could favor 
women on qualitative judgments in a masculine task 
(rating them as “smart”) but could disfavor women 
on a quantitative judgment about the same domain 
(ranking the smartest people in the organization). 
Shifting standards appear in contexts from sports 
(Biernat and Vescio, 2002) to military promotions 
(Biernat et al., 1998).

These tacit processes capitalize on the ambigu-
ity of the information given, so the influence of the 
bias itself is subtle and difficult to detect. People hide 
their biased interpretations from themselves as well 
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as others. For example, in evaluating job applicants, 
people weight the applicants’ credentials differently 
depending on how they want the decision to come 
out (Norton, Vandello, and Darley, 2004; see also 
Uhlmann and Cohen, 2005). Men evaluating men 
and women for a construction job weighted educa-
tion more for men, and overall, unless the woman 
was more educated, in which case they shifted to ex-
perience as the more important criterion. What they 
valued in one decision they then carried over to sub-
sequent decisions. In a similar vein, people who have 
proven their moral credentials as unprejudiced (re-
jected sexist statements) subsequently feel more free 
to express stereotypes and prejudices (hire the man 
for the construction job) (Monin and Miller, 2001).

Summary of ambiguouS Stereotyping

The ambiguity of many category- based cognitive bi-
ases is clear. People interpret ambiguous information 
to fit their biases, both unconscious and conscious. 
People’s causal attributions for men’s and women’s 
behavior reinforce their biases. Because of lower 
standards for women on masculine tasks (“good for 
a woman”), qualitative judgments may actually favor 
women, for example, when allocating praise or short- 
list spots, but allocation of scarce resources (e.g., 
ranking or hiring) does not. People justify their dis-
criminatory judgments to themselves and to others, 
making their biases ambiguous.

ambivalent biases

Subtle biases also hide behind ambivalence. Unlike 
automaticity, which becomes evident as more explicit, 
controlled biases recede, and unlike ambiguity, which 
people use to excuse or disguise their own biases that 
are aversive to themselves and to others, ambivalence 
is not new. Biases often veer between disliking and 
disrespecting. Women who inhabit traditional sub-
ordinate roles (housewife, secretary) are often liked 
but disrespected, whereas those who inhabit nontra-
ditional roles are often respected but disliked (career 
women, feminists) (Eckes, 2002; Glick et al., 1997). 
Ambivalent sexism (Glick and Fiske, 1996, 2001) 
identifies these two factors: first, hostile sexism, 
namely resentment directed toward women who pur-
sue nontraditional roles, gaining respect but forfeiting 
affection, and second, subjectively benevolent sexism 
directed toward women who stay within prescribed 
gender roles, gaining protection but foregoing re-
spect. This time- honored pattern holds up across cul-
tures (Glick et al., 2000).

On an individual level, ambivalent sexism relates to 
a variety of discriminatory judgments about the hiring 

of women (Masser and Abrams, 2004; Uhlmann and 
Cohen, 2005) and sexual harassment on the job 
(O’Connor et al., 2004; Russell and Trigg, 2004). 
Benevolent sexism predicts favorable evaluations of 
women in traditional roles (homemaker), but hostile 
sexism predicts unfavorable evaluations of women 
in nontraditional roles (career women) (Glick et al., 
1997).

The generality of ambivalence as a foundation of 
intergroup perception suggests that mixed reactions 
inhere in most biases. As one example, racial ambiva-
lence (Katz and Hass, 1988; Katz, Wackenhut, and 
Hass, 1986) reflects White liberals as mixing inter-
racial reactions pro and con, viewing Black people 
alternatively as disadvantaged because of external ob-
stacles, such as discrimination, or internal obstacles, 
such as values and motivation.

Summary of Subtle gender biases and Comment on 
other group biases

As recent research shows, subtle forms of bias are more 
automatic, ambiguous, and ambivalent than laypeople 
expect. Gender has been our case study here, but race 
shows essentially parallel effects, although with some 
distinct patterns. For example, people’s own potential 
for racism is more aversive to them than is their po-
tential sexism (Czopp and Monteith, 2003), so if any-
thing, the automaticity of racism masks more inter-
nal conflict than sexism does. Expressing gender bias 
is less problematic than expressing race bias, in part 
because gender distinctively combines men’s societal 
dominance with men’s and women’s intimate interde-
pendence (Glick and Fiske, 2001). Race is distinct in 
its history, entailing forced immigration and slavery, 
with continuing consequences in neighborhood seg-
regation and social- class disparities (Fiske and Taylor, 
2008, chap. 12). Other biases based on age, disability, 
or religion, for example, each have unique features, 
but most principles of unexamined biases— being au-
tomatic, ambiguous, and ambivalent— probably occur 
in most cases.

The Challenge of Controlling Subtle Forms  
of Bias

Aside from the well- known blatant types, modern 
forms of gender bias emerge as automatic, ambigu-
ous, and ambivalent. The relatively unconscious, 
unintentional, murky, and mixed signals are difficult 
for perceivers to notice and for targets to interpret. 
Nevertheless, they have a chilling impact on employ-
ment settings, as already indicated. What are the 
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prospects for controlling subtle gender biases, or at 
least for controlling the discriminatory decisions that 
flow from them? And what interventions— including 
intra- organizational reforms, regulatory initiatives, 
private or public enforcement actions, or the use of 
markets and marketlike mechanisms— are best, or at 
least well, suited to achieving this policy objective?

the trouble with Subtle bias: failures of  
motivated Control

If biases are so often subtle, how can people avert 
them? The greatest obstacle to motivated control 
would seem to be the automaticity of bias. However, 
if biases qualify as only relatively automatic, then with 
sufficient motivation, capacity, practice, and infor-
mation, people should be able to avoid them (Blair 
and Banaji, 1996; Kawakami et al., 2000; Kawakami, 
Dovidio, and van Kamp, 2005; Macrae et al., 1997).

In fact, a variety of motivational strategies do ap-
pear to undermine automatic biases. These include 
perspective taking (Galinsky and Moskowitz, 2000), 
guilt (Son Hing, Li, and Zanna, 2002), self- focus 
(Dijksterhuis and van Knippenberg, 2000; Macrae, 
Bodenhausen, and Milne, 1998), and affiliative moti-
vation (Sinclair et al., 2005). Motivation and capacity 
cooperate to encourage individuation (for a review, 
see Fiske, Lin, and Neuberg, 1999). Motivated con-
trol can in extraordinary circumstances override even 
automatic stereotypes. Presumably, managers could 
be motivated by perspective taking, guilt, and so on, 
to make more individuated decisions.

Reliance on self- control presupposes that people 
notice their bias. However, decision makers cannot 
always know when gender (or any other protected 
category) has tainted their responses. Arguably, most 
perceivers would be motivated not to notice their own 
biases. To view oneself as biased endangers one’s self- 
image as an objective, fair- minded person. Most people 
think they are less biased than other people (Pronin, 
Lin, and Ross, 2002), but most people cannot be 
above average. All the evidence suggests that people 
are ignorant of their everyday biases. Specifically, peo-
ple do not so much fail to control their biases as fail 
to notice that they have them (Amodio, 2008). Thus, 
we cannot count on perceivers to monitor themselves 
successfully. It takes structured organizational pro-
cesses to facilitate their doing so, as we will see.

more trouble with Subtle bias: targets’ inability to  
recognize and their reluctance to Claim Discrimination

Ironically, even targets of bias may not be the best 
judges of when they are subjected to discrimination. 

First, people are not their own control group. People 
rarely get to see how they would be treated if they 
were the other gender: in legalese, “but for” being 
female. One is not usually able to observe fully the 
treatment of one’s “male comparator,” the similarly 
situated opposite- gender other. Anyway, people al-
ways differ in more ways than gender, so one’s in-
dividually matched control person is hard to find. In 
short, targets cannot usually know when they have 
been discriminated against, partly because of the 
difficulty inherent in disentangling the reasons— 
discriminatory or nondiscriminatory— why a particu-
lar decision was made.

This dilemma is exacerbated when patterns of dis-
parate treatment are inconsistent or inconspicuous 
and therefore complicated. Also challenging are oc-
casions that do not violate principles of ordinal equity 
(Rutte et al., 1994). Ordinal equity is violated when 
a person who ranks higher on relevant input variables 
(e.g., qualifications) ranks lower than another person 
on the relevant outcome variable (e.g., salary, rank, or 
grade). Magnitudes of difference in the input or out-
put variables do not implicate ordinal equity. Thus, 
a person may receive inadequate compensation that 
does not reward merit proportionately to others on 
the same scale.

People also have difficulty identifying discrimina-
tion when it manifests as small, seemingly insignifi-
cant forms of preference or leniency toward members 
of one particular group. When laypeople think of 
discrimination, they consider discrimination against 
members of a group who are treated unfavorably 
according to some standard metric of fairness. But 
discrimination can also occur when members of the 
subordinated group are treated neutrally according to 
some standard metric of fairness, while members of 
the privileged group are treated with greater le niency 
or favor than neutral rules would direct (Brewer, 
1996). When these subtle forms of advantage accrete 
over time, they can be difficult to detect (Krieger 
1998).

Even when discrepancies are evident, admitting 
that one has been the victim of discrimination is un-
desirable. People do not as readily “play the gender 
card” as critics imagine. Targets are reluctant to at-
tribute negative outcomes to prejudice because of the 
social as well as personal costs. Socially, people who 
make attributions to discrimination risk being la-
beled as complainers, troublemakers, or worse (Kaiser 
and Miller, 2001, 2003; Swim and Hyers, 1999), 
especially by highly prejudiced people (Czopp and 
Monteith, 2003). An interaction is irrevocably altered 
when one person raises issues of prejudice. People 
want to belong to their group (whether work or so-
cial), and allegations of discrimination undermine 
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belonging; hence, people high on a need to belong 
are less likely to make attributions to discrimination 
(Carvallo and Pelham, 2006). Attributions to dis-
crimination also can undermine the target’s personal 
sense of control. Although attributing negative out-
comes to discrimination can buffer self- esteem, at-
tributing positive outcomes to (bend- over- backward 
positive) discrimination can undermine self- esteem 
because then one cannot take credit for the success 
(Crocker et al., 1991). Constant attribution to dis-
crimination damages self- esteem (Major, Testa, and 
Blysma, 1991). And perceiving one’s personal experi-
ence as an instance of pervasive discrimination is de-
pressing (Schmitt, Branscombe, and Postmes, 2003).

Of course, perceived discrimination sometimes 
reflects reality, and this is the target’s predicament. 
People and situations vary in the extent to which 
they resolve attributional ambiguity by playing the 
discrimination card. Low- status group members (in-
cluding women) who endorse individual effort and 
the Protestant ethic are less likely to make attributions 
to discrimination (Major et al., 2002). On the other 
hand, high- status group members (men) who hold 
the same beliefs are more likely to attribute their neg-
ative outcomes to discrimination against themselves. 
Women may be less likely than men to make attribu-
tions to discrimination perhaps because their status is 
less legitimated, so frustration and disappointment are 
familiar. Attributions to discrimination interact with 
expectations about entitlement and desert. In sum-
mary, targets face a number of obstacles to identify-
ing discrimination, including the lack of a personal 
control group, the complexity of individual evidence, 
in- group leniency, causal ambiguity, and the negative 
effects of attributions to gender bias.

the inefficiency and inefficacy of individual Disparate 
treatment adjudication

As the second author of this chapter has extensively 
described in earlier work (Krieger 1995, 1998), the 
individual disparate treatment discrimination case, in 
which a single plaintiff accuses an employer of inten-
tional discrimination, is an extremely weak policy tool 
for addressing subtle forms of discrimination in the 
labor market. As just described, discrimination resists 
identification from single- case data. In any individual 
sex discrimination case, many plausible reasons other 
than the plaintiff ’s gender may account for the em-
ployer’s action. Teasing apart the causal roles of non-
discriminatory and discriminatory motivations is in 
most cases difficult, expensive, and risks both Type I 
(as noted, overidentifying) and Type II (underidenti-
fying) errors (Krieger, 1995, 1998; Wax, 1999).

Why would one expect a trier of fact to approach 
this attribution task free of the same forms of subtle 

bias that the suit seeks to expose and remedy? Such 
a conclusion would be reasonable only if one be-
lieved that levels of implicit bias among fact finders 
differed from those among employment decision 
makers. No apparent evidence justifies this position. 
Consequently, we can assume only that the outcomes 
for individual disparate treatment cases will, at least 
in significant part, fall victim to the very same biases 
that generated the very grievances being adjudicated.

Despite the inefficiency and inefficacy of individual 
disparate treatment litigation in equal employment 
opportunity (EEO) policy enforcement, it is, at pres-
ent, the primary policy tool used to accomplish the 
task. While class action litigation and affirmative ac-
tion initiatives (both voluntary and mandatory) domi-
nated the EEO policy landscape during the 1970s, 
their influence waned suddenly and dramatically dur-
ing the Reagan and first Bush administrations (Kalev 
and Dobbin, 2006; Krieger, 2007). By 1991, when 
the economists John Donohue and Peter Siegelman 
reported changes in the nature of federal employment 
discrimination litigation, class action hiring and pro-
motion discrimination lawsuits had almost completely 
disappeared from the legal landscape. They had been 
almost completely supplanted by individual disparate 
treatment cases (Donohue and Siegelman, 1991).

Summary of the trouble with individual Solutions

Subtle biases defy individualized solutions for three 
main reasons. First, decision makers typically do not 
notice subtle (hence, unexamined) biases. Even if 
they do, motivated control both creates mental over-
load, endangering other tasks at hand, and creates 
stereotype rebounds. Second, the targets themselves 
may not recognize the subtle biases that disadvan-
tage them, because they do not have a personal con-
trol group for comparison. The effects of subtle bias 
are difficult to detect at the individual level, and the 
causal antecedents of negative employment outcomes 
are inherently ambiguous. Also, targets resist viewing 
themselves or being viewed as victims of discrimina-
tion because of the negative ramifications for self and 
others. Finally, accumulating evidence indicates that 
the individual disparate treatment claim, now a fa-
vored tool in antidiscrimination policy, is not particu-
larly effective. What are we to do?

Modern Policy Tools for Modern Forms of Bias

From here, our attention turns to potentially effective 
policy prescriptions. If the individual disparate treat-
ment adjudication is an inefficient and ineffective tool 
for reducing the levels of discrimination caused by 
subtle forms of gender bias, what might supplement 
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it?1 We consider two sets of policy initiatives here:  
(1) voluntary measures by organizations to reduce dis-
crimination caused by uncontrolled application of un-
examined subtle bias; and (2) renewed and extended 
enforcement of EEO compliance programs (such as 
those administered by the 1970s Office of Federal 
Contract Complicance Programs [OFCCP]), supple-
mented by mandatory, public, EEO- compliance dis-
closure requirements, analogous to those now used 
in the regulation of financial markets. Although un-
tested, these solutions follow from existing research 
and point to new research directions. They deserve 
to be true, though whether, when, and how they will 
work remains an empirical question.

organizational initiatives

Organizations can implement some solutions to miti-
gate the impact of unexamined biases by monitoring 
and motivating their members and by providing them 
with information and structured decision- making 
tools, according to current research.

monitoring

Individuals are not in the best position to notice dis-
crimination against themselves because they do not 
have the necessary perspective, including full com-
parisons to similarly situated others, as noted earlier. 
Big- picture perspective matters also in that exposure 
to multiple instances reveals patterns that individual 
instances do not. A survey of working men, work-
ing women, and housewives indicated that although 
women were objectively objects of discrimination, 
they recognized discrimination only in the aggregate, 
but not in their own particular case (Crosby, 1984). 
The women blamed themselves and were uncomfort-
able identifying themselves as targets of discrimina-
tion, even when they acknowledged discrimination 
against women in general. Perhaps, then, the orga-
nization is in a better position to monitor than the 
individual is. The necessity for organization- level 
monitoring becomes even clearer in a follow- up study 
showing that people easily perceive patterns of dis-
crimination in the aggregate but not when information  
appears on a case- by- case basis (Crosby et al., 1986).

Organizations routinely gather at least some aggre-
gate data on gender in work- force composition, pro-
motion, and pay to report to the Equal Employment 
Opportunity Commission (EEOC), as required by 
federal EEO law. It is not a stretch to expect that their 
human relations departments can, should, and often 
do already monitor disparities. However, as the sec-
ond author of this chapter has detailed in earlier work 
(Krieger, 2007), the scope and quality of those moni-
toring efforts have greatly diminished since the late 

1970s, and government agencies rarely hold employ-
ers responsible for any disparities that they uncover. 
We will return to this subject later.

motivation

Conventional rational- actor models assume that peo-
ple are motivated mainly by self- interest, but these 
models are giving way under the influence of be-
havioral and neuro- economic evidence (e.g., in this 
volume: Jolls; Loewenstein and John; Sunstein and 
Thaler; Tyler; Weber). Here, to expand the discus-
sion of motives that matter, we will address a range of 
motivations relevant to undermining discrimination. 
These motives draw on a social evolutionary frame-
work (Fiske, 2010a) that also fits the history of the 
most frequently and prominently identified motives 
in psychological science (Fiske, 2007).

Harnessing tHe Motive to Belong

People are motivated to create social ties with oth-
ers; indeed, other people are the most powerful evo-
lutionary niche. That is, people have always survived 
and thrived better in social networks than in isolation. 
The immunological and cardiovascular risks from so-
cial isolation culminate in an age- adjusted mortality 
threat that is equivalent to cigarette smoking (Fiske, 
2010a, chap. 1). As noted, much of the variance in 
prejudice results from favoring one’s in- group (e.g., 
leniency toward those of one’s own gender). In- 
group bias inevitably disadvantages the out- group, 
whether based on gender, race, age, or other salient 
identities. People are most comfortable with others 
they perceive to be like themselves, so organizations 
spontaneously create homogeneous environments if 
left to themselves (Gruenfeld and Tiedens, 2010). 
Belonging motives therefore tend to maintain the 
segregated status quo.

Belonging motives nonetheless can be harnessed 
to overcome employment segregation and discrimi-
nation by changing the perceived boundaries of the 
group (Estlund, 2000). If people believe that the 
relevant in- group crosses gender boundaries, for ex-
ample, then they are less likely to discriminate on the 
basis of gender. Departmental and corporate identity 
can foster a common in- group identity (Gaertner and 
Dovidio, 2005). Social categorization that crosses 
boundaries (i.e., profession crosscutting gender) also 
diminishes discrimination (Brewer, 2000).

Consider several examples of how organizations 
might do this:

•	 Make	diversity	part	of	the	organization’s	identity	
and mission; a mixed- gender, multicultural client 
base requires a mixed- gender multicultural work 
force
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•	 Emphasize	pragmatic	identities	(e.g.,	teams)	
within the organization, crosscutting demographic 
categories

•	 Promote	the	organization’s	history	of	successfully	
diversifying its employees

Harnessing tHe Motive to Understand

To survive and thrive in their groups, people aim 
for accurate understanding as the group defines it. 
One cannot operate socially except within the group’s 
defined reality. Socially shared understanding means 
that informational influence (perceived fact) among 
group members is identical to normative influence 
(consensus) among group members (Turner, 1991). 
That is, people believe their groups to have an accurate 
understanding of reality. Thus, what the group defines 
as true about itself and other groups will prevail.

Applied to gender discrimination, socially shared 
understanding communicates shared beliefs about 
gender stereotypes and prejudices, men’s and wom-
en’s suitability for particular jobs, the prevalence and 
meaning of affirmative action, the possibility of dis-
crimination, and whether diversity serves the best in-
terests of the organization. Local group norms about 
gender determine the social truth (Prentice and 
Miller, 2006).

What’s more, people seek efficient understanding, 
and the simplest adequate answer will prevail; people 
are cognitive misers (see Fiske and Taylor, 2008, for 
references to these processes). Accordingly, as noted, 
they often use stereotypes, especially when cognitively 
overloaded. Although they can be motivated to go 
beyond their stereotypes, in the absence of motivation 
they do not take the trouble. Motives for accurate un-
derstanding over rapid understanding, however, can 
take people beyond their stereotypes (e.g., Fiske, Lin, 
and Neuberg, 1999).

People also use stereotypes when criteria are 
vague. Hence, socially shared, empirically validated, 
measurable criteria can undermine subjectivity. When 
decision makers operate on automatic, they do not 
notice their subtle biases, but encouraging people 
to consider the opposite can jolt them out of their 
well- travelled decisional groove (Lord, Lepper, and 
Preston, 1984).

Consider how organizations might harness the 
motive for shared understanding:

•	 If	all	norms	are	local,	communicate	that	tradi-
tional gender stereotypes do not apply in this 
setting

•	 Educate	decision	makers	that	their	evaluative	
judgments may be influenced by subtle forms  
of bias, no matter how sincere their conscious  
commitment to fairness, objectivity, and non-
discrimination

•	 Reduce,	where	possible,	decision	makers’	levels	of	
cognitive busyness

•	 Generate	clear,	objective	evaluative	criteria	and	
supply evaluators with information relevant to 
those criteria

•	 Encourage	decision	makers	to	“consider	the	op-
posite” before acting on or attempting to justify 
an initial impression

Harnessing tHe Motive to Control

One motive for accurate understanding is control 
over one’s own outcomes. People seek efficacy in con-
trolling the contingencies between their behavior and 
their outcomes. On this point, psychologists (espe-
cially reinforcement theorists) and economists agree. 
If a manager’s promotion depends on the ability to 
hire and promote underrepresented groups, the man-
ager will find ways to do so.

Organizations can take affirmative steps to assist 
managers in reducing the amount of discrimination 
resulting from implicit bias. Much of the existing 
bias reduction research draws on a dual process model 
of social cognition (Chaiken and Trope, 1999). In 
making sense of others, people use two systems of 
information processing: a “low- road” system, which 
is automatic, rapid, unconscious, and demanding of 
few cognitive resources, and a “high- road” system, 
which is effortful, conscious, controlled, and resource 
intensive.

Social psychologists agree that stereotyping in-
cludes both automatic and controlled components. 
If a person has learned but then consciously rejects 
the stereotypes and attitudes associated with a de-
valued social group, those stereotypes and attitudes 
do not just disappear. Indeed, they can be measured 
by techniques such as the Implicit Association Test, 
even in many people who rate low on measures of 
explicit bias or who are themselves members of the 
negatively stereotyped group (Dasgupta 2004; Nosek, 
Banaji, and Greenwald, 2002a). In such situations, 
the older implicit attitudes and associations continue 
to exist alongside the newer, consciously held beliefs 
and commitments. The implicit attitudes function as 
a low- road system, while the conscious beliefs func-
tion as a high- road system. In fact, the neurological 
substrates underlying the implicit- explicit distinction 
appear through such technologies as functional mag-
netic resonance imaging (fMRI) (Lieberman et al., 
2002).

As described earlier, relative consensus within cog-
nitive social psychology holds that stereotype acti-
vation, when it occurs, is automatic. But a growing 
consensus also holds that stereotype activation does 
not necessarily lead to stereotype expression and that 
stereotype activation itself can be affected by environ-
mental factors. Even where a social expectation (such 
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as a stereotype) is activated and generates a schema- 
consistent impression, the application of conscious, 
high- road thinking can override that initial impres-
sion (Monteith and Voils, 2001). However, certain 
conditions must be present for this to occur (Bargh, 
1999; Wilson and Brekke, 1994). Perceivers must be 
aware of the possibility that their initial impression 
might be biased, and they must be motivated to cor-
rect for that bias. For correction to occur, perceivers 
must also have time and attention to spare: like all 
controlled processing, high- road correction requires 
cognitive resources. And finally, to correct an initially 
biased impression, perceivers must have available the 
information and analytical tools required for mean-
ingful deliberation.

Consider how the presence or absence of these fac-
tors might influence the degree of control over the 
gender bias present in hiring decisions. If those who 
make hiring decisions are simply told to be “gender- 
blind” in evaluating potential candidates, if they do 
not believe themselves to be gender biased and if there 
are no meaningfully endorsed and enforced system of 
goals relating to hiring and promoting women, con-
scious correction of implicitly gender- biased evalu-
ations is unlikely to occur. Under such conditions, 
managers are unlikely to be aware of the possibility 
that implicit gender stereotypes and attitudes could 
be skewing their judgment, and they will have little 
motivation to engage in conscious correction.

In the hiring or promotion context, at least with 
respect to high- level jobs, the ultimate decision mak-
ing is often quite deliberate, with ample time avail-
able for systematic evaluation of the final competing 
candidates. In the formation of managers’ day- to- day 
impressions of employee performance, however, this 
may not be the case. Managers often function under 
conditions of extreme time constraint and high cogni-
tive load. In these situations, correction of stereotype- 
influenced impressions is far less likely to occur 
(Bargh, 1999; Gilbert, Pelham, and Krull, 1988).

To correct biased impressions, decision makers 
need ample decision- relevant information and access 
to structured decision- making processes. Carefully 
spelling out the applicable evaluative criteria, provid-
ing decision makers with objective, criterion- relevant 
information, and requiring them to write down how 
the information provided relates to the relevant cri-
teria can help reduce the biasing effect of stereotypes 
on evaluations (Nieva and Gutek, 1980). As described 
earlier, providing decision makers with system- wide 
information revealing broad patterns of outcomes 
can help them identify biases they probably would 
not recognize from case- by- case data (Crosby et al., 
1986).

Even though the implicit stereotypic expectancies 
do spontaneously bias initial impression formation, 

that bias is, at least under certain conditions, amena-
ble to control. Organizations interested in maximiz-
ing the likelihood that correction will occur should 
implement the following strategies:

•	 Structure	incentives	and	foster	an	organizational	
culture that motivates control whereby decision 
makers identify and correct implicitly biased im-
pressions or initial judgments

•	 Monitor	decisions	systematically,	so	that	broad	
patterns suggestive of uncorrected bias can be 
identified and addressed

People’s need for control goes beyond mere re-
wards and punishments. People feel an intrinsic sat-
isfaction in control for its own sake, which has been 
called an effectance motive (White, 1959). If increas-
ing diversity is defined as an organizational goal, then 
discovering its contingencies and being effective in 
this way will have intrinsic reward without necessar-
ily pinning specific performance criteria on this basis.

Harnessing tHe Motives for self- enHanCeMent

Americans in particular, but people in other cul-
tures in their own ways as well, are motivated to value 
the self. Americans are biased toward seeing them-
selves in a positive light, and they work to view them-
selves as both better than other people and better than 
other people see them (Kwan et al., 2004; Taylor and 
Brown, 1988).

Threats to one’s self- esteem accordingly cause de-
fensive action. In intergroup settings, retaliation often 
scapegoats the vulnerable groups (Fein and Spencer, 
1997). When people discriminate against others, they 
temporarily feel better (Rubin and Hewstone, 1998). 
Accordingly, the opposite should hold: a diminishing 
threat and increasing stability and security all together 
allow people to interact better with others who differ 
from them.

Consider how this could apply:

•	 Destigmatize	implicit	bias	so	that	self-	examination	
and conscious correction are less threatening

Harnessing tHe Motives for trUst

People on the whole are motivated for social trust: 
they expect positive outcomes from others, at least 
from in- group others. This optimism means that peo-
ple can be expected to have a baseline positivity bias, 
although they will be alert to negative information. 
Such baseline trust operates only with in- group oth-
ers, those with whom one expects continuing ties. To 
make the most of this trust motive, the in- group must 
expand to include members of underrepresented 
groups, and all the recommendations for harnessing 
the belonging motive apply here.
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In addition, consider how organizations might 
harness the motive to trust others:

•	 Emphasize	an	optimistic,	positive	perspective;	pro-
moting positive outcomes for the organization as 
a larger in- group should work better than avoid-
ing negative outcomes, such as personal liability

•	 Emphasize	cross-	group	enthusiasm,	not	mere	
tolerance

organizational initiativeS: Summary anD Caveat

We have described a number of initiatives that organi-
zations might undertake in an attempt to reduce the 
levels of workplace discrimination caused by unexam-
ined, subtle bias. We end this discussion, however, 
with a caution. Very little research illuminates the 
critical question of what works, and what does not, in 
initiatives of this kind. We propose a research agenda 
for harnessing the social psychological principles of 
motivation and cognition.

To date, the most significant work on the subject is 
a study by Kalev, Dobbin, and Kelly (2006). Merging 
the federal EEO- 1 database describing the workforces 
of 708 private companies from 1971 to 2002 with 
survey data from those same companies describing 
their EEO practices, Kalev and associates demon-
strated that many of the best practices emerging from 
such agencies as the EEOC, the Federal Glass Ceiling 
Commission, and the Society for Human Resource 
Management actually had no significant impact on 
patterns of racial or gender diversity in the studied or-
ganizations. What mattered was accountability. Along 
these lines, the strongest predictors of levels of fe-
male and minority representation in management were  
(1) as noted, whether the company had been sub-
jected to a compliance review by the OFCCP during 
a period of vigorous regulatory enforcement in the 
1970s, and also (2) whether the company had estab-
lished internal accountability systems for minority and 
female advancement (Kalev and Dobbin, 2006; Kalev, 
Kelly, and Dobbin, 2006). This work illustrates the 
necessity of a research agenda at the level of organi-
zational policy.

regulatory enforcement policy and information  
Disclosure: harnessing the power of accountability

Kalev, Kelly, and Dobbin’s work is so important be-
cause it shows that many of the interventions that 
policy makers might assume reduce the expression of 
bias in the workplace (i.e., diversity training, policies 
against discrimination and harassment, etc.) actually 
have little, if any, effect. Apparently, what matters most 
is accountability for results. For employers to be held 

accountable for results, employees (current and pro-
spective), regulators, and rights entrepreneurs need 
information about employers’ EEO performance.

This information is, at present, almost completely 
unavailable. In this section, after describing the nature 
and extent of this problem, we will argue that regula-
tory initiatives requiring public disclosure of employ-
ers’ EEO compliance records would increase the ef-
fectiveness of civil rights enforcement in a number of 
important ways.

organizational equal employment opportunity 
ComplianCe anD the veil of SeCreCy

In 2005, the EEOC received more than 23,000 
charges of sex discrimination in employment. Of 
these, approximately 5,700 were resolved through 
voluntary settlement involving some remedy to the 
charging party. Just under 1,700 led to a formal ad-
ministrative finding of discrimination by the EEOC 
(U.S. EEOC, 2006).

Under Section 706(b) of Title VII, however, the 
EEOC is prohibited from making public any informa-
tion that would identify the employers, labor unions, 
or employment agencies against whom those charges 
of discrimination were filed or formally found. Any 
EEOC employee who makes such information public 
is guilty of a federal crime carrying a maximum prison 
sentence of up to one year.

The same confidentiality mandate cloaks other 
important EEO compliance information. For ex-
ample, under Section 709(c) of Title VII, all private 
Title- VII employers with 100 or more employees, 
and all federal contractors who have 50 or more em-
ployees, must file annual EEO- 1 reports that specify 
the proportion of women (and minorities) employed 
in each of nine job categories. Multifacility employ-
ers must file separate reports for each facility that 
employs 50 or more employees. These reports yield 
aggregated data from which patterns of underutiliza-
tion by particular employers could readily be identi-
fied. However, under Section 709(e), no information 
from EEO- 1 reports may be publicly disclosed in any 
way that would identify patterns of gender- , race- , or 
national- origin- related underutilization by individual 
companies.

Similar disclosure restrictions govern the EEO 
compliance program administered by the Department 
of Labor’s OFCCP. Every federal contractor that em-
ploys 50 or more employees and has contracts worth 
over $50,000 with the federal government must, each 
year, file EEO compliance reports with the OFCCP. 
These reports contain a great deal of information, far 
more extensive than that provided by EEO- 1s, from 
which prospective employees, current employees, 
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EEO advocacy groups, state EEO compliance agen-
cies, and the EEOC could assess a company’s EEO 
performance.

However, the OFCCP currently refuses to disclose 
to the public the affirmative action plans, compliance-  
review- related submissions, or annual Equal Oppor-
tunity Surveys it obtains from contractor employers. 
Currently, it takes the position that these materials are 
exempt from disclosure under the federal Freedom 
of Information Act (OFCCP, 2000). Presently, the 
OFCCP and the EEOC do not even share informa-
tion with each other (Krieger, 2007).

Employers are also finding ways to keep out of the 
public sphere the kinds of EEO- compliance- related 
information that would ordinarily surface in discrimi-
nation lawsuits. As numerous legal commentators 
have observed, secrecy in American civil litigation 
is no longer the exception but the rule (Brenowitz, 
2004; Doré, 2004). This secrecy is accomplished 
through a number of specific devices, including man-
datory, predispute arbitration agreements imposed by 
employers as a condition of employment, confidenti-
ality provisions in settlement agreements, and civil- 
discovery- related protective orders.

Many employers now require applicants, as a con-
dition of employment, to agree that they will resolve 
any employment disputes, including claims of sex dis-
crimination, through private arbitration rather than 
through access to the court system. In addition to 
depriving employees of a right to a jury trial, these 
mandatory arbitration arrangements allow employers 
to keep the existence and resolution of sex discrimina-
tion claims out of the public eye. Toward this end, 
many mandatory predispute arbitration agreements 
require employees to promise that they will maintain 
confidentiality, both during the arbitration and after 
its conclusion.

Second, almost universally now, when individual 
discrimination lawsuits settle, either before a case is 
actually filed or after it is filed but before a verdict is 
rendered, that settlement is conditioned on the em-
ployee/plaintiff ’s promise not to disclose the terms of 
the settlement. Given that over 95% of civil cases set-
tle before trial (Gross and Syverud, 1996), the impact 
of routine confidentiality agreements in settlements 
can hardly be overstated. Other than the occasional 
high- profile, high- value jury award or government 
consent decree, the public has virtually no access to 
information about the nature or amounts of settle-
ments in sex discrimination lawsuits or to the identity 
of the organizations from which such recoveries have 
been made.

Finally, protective orders issued by judges during 
the course of civil lawsuits, including high- profile 
class actions, are also increasingly used by employers 

to keep important evidence reflecting noncompliance 
with EEO laws out of the public view. The center-
piece of any pattern- and- practice sex discrimination 
lawsuit, like the centerpiece of an OFCCP compliance 
report, is a utilization analysis that compares the rep-
resentation of women in the at- issue jobs with their 
availability in the qualified, relevant labor market. 
To prove discrimination, class- action plaintiffs often 
supplement this utilization analysis with evidence of 
other discrimination charges or findings against the 
employer, or with employer records or statements re-
flecting gender bias on the part of the decision makers.

The information from which a sex discrimination 
plaintiff can prove her case is generally obtained from 
the employer during a part of the lawsuit called dis-
covery. Through the discovery process, employers are 
legally required to provide statistical and other infor-
mation from which the plaintiff ’s lawyers— and ulti-
mately the court— can assess whether the employer 
is systematically treating women less favorably than 
men and, if so, whether that difference in treatment 
can reasonably be attributed to gender bias. Absent 
a court order specifically prohibiting disclosure, once 
an employer provides this information to a sex dis-
crimination plaintiff, the information can be shared 
with the public, with advocacy organizations, or with 
other aggrieved individuals and their counsel.

Increasingly, however, defendants in sex discrimi-
nation and other civil cases are obtaining broad pro-
tective orders through which the court prohibits 
plaintiffs from disclosing EEO- compliance- related 
information obtained during the discovery process. 
In their strongest form, these protective orders can 
require not only promises not to disclose informa-
tion obtained in discovery (violations of which can be  
punished as contempt of court), but also the sealing 
of testimony, pleadings, exhibits, court transcripts, 
and other lawsuit- related documents, and the re-
turn of those materials to the employer after the 
litigation concluded, often by confidential settlement 
agreement.

These three devices— mandatory arbitration agree-
ments with confidentiality provisions imposed as a con-
dition of hiring, confidentiality clauses in settlement  
agreements, and the issuance of protective orders pro-
hibiting disclosure of EEO- compliance- related infor-
mation obtained in discovery— combine with EEOC 
and OFCCP confidentiality provisions to keep from 
the public virtually all employer- specific, systemati-
cally aggregated EEO compliance data. Neither indi-
vidual women in the labor market nor the advocacy 
organizations that advance their interests have any 
way of knowing which employers are systematically 
treating women less favorably than men and which 
are not.
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information aSymmetrieS aS a SourCe of  
ineffiCienCy in equal employment opportunity 
ComplianCe poliCy

The almost total dearth of public information about 
employers’ and union’s EEO compliance records cre-
ates serious regulatory failures, which could be miti-
gated by regulation mandating greater transparency. 
Individual companies know (or at least have the ca-
pacity to know) whether they are utilizing women in 
proportion to their representation in the qualified, rel-
evant selection pool. Employers also know, or can de-
termine whether, after regressing out other relevant, 
nondiscriminatory independent variables, gender 
remains a significant predictor of compensation lev-
els. Employers also know— or can easily determine— 
whether they have been subject to high levels of EEO 
complaints, charges, or lawsuits or whether particular 
practices are systematically functioning as obstacles to 
women’s advancement within the organization.

But neither women contemplating new or contin-
ued employment with a particular firm nor women 
who think they may have been discriminated against 
in hiring, compensation, or promotion nor legal ad-
vocacy organizations nor even government compli-
ance agencies have access to information of this sort. 
This creates two interrelated problems, one confront-
ing prospective employees— “buyers” of employment 
opportunities, as it were— and one confronting regu-
lators and “rights entrepreneurs,” the legal advocacy 
organizations that seek to prevent sex discrimination 
from occurring or to redress it after the fact through 
litigation or other enforcement efforts.

Consider the first of these problems, the buyer’s 
dilemma. As described earlier in this chapter, people 
have a great deal of difficulty identifying discrimina-
tion from individual, as opposed to aggregated, data. 
The unavailability to the public of employer-  and 
union- specific EEO compliance data makes it vir-
tually impossible for women in the labor market to 
know which employers are more or less likely to dis-
criminate against them. Even if we assume, simply for 
purposes of argument, that market forces can elimi-
nate some discrimination from the labor market, such 
forces cannot function in the face of such dramatic 
information asymmetries between the “sellers” of 
equal employment opportunities (employers) and the 
buyers of equal employment opportunity (prospective 
employees or current employees hoping to advance in 
an organization).

The information asymmetries also cause enforce-
ment problems on the “back end” of a discrimination 
sequence. Because rights entrepreneurs lack access 
to meaningful EEO compliance information, neither 
legal advocacy organizations nor individual grievants 

can assess, before a lawsuit is filed and significant 
discovery is completed, the strength of a discrimina-
tion case. Thus, even if we do not believe that pub-
licly available EEO compliance information would be 
optimally utilized by individual workers, its absence 
makes enforcement efforts substantially less effective 
and efficient.

And finally, given that employers can claim to sup-
port equal opportunity while hiding their actual com-
pliance records behind a veil of secrecy, it is unlikely 
that “norm cascades” of the type described by Cass 
Sunstein (2006) could exert significant downward 
pressure on the rates of discrimination. Employers 
who engage in sex discrimination will not incur as 
many costs when the information that could identify 
them is publicly unavailable. For this additional rea-
son, we suggest, mandatory information disclosure 
can be combined with legal prohibitions to encour-
age employers to overcome the tidal pulls of subtle 
bias and to act affirmatively to advance women into 
management and other high- level positions.

In sum, we suggest that to reckon successfully with 
subtle forms of gender bias, our EEO policy should 
decenter its current reliance on individual, after- the- 
fact disputes about whether discrimination occurred 
in any one particular case and rely more heavily on 
policy approaches that more systematically harness 
the power of accountability. This would entail sup-
plementing the presently available set of EEO policy 
enforcement tools with a system of mandatory, pub-
lic information disclosure requirements, similar to 
those now used to regulate the securities markets. 
Admittedly, this policy prescription is based largely on 
basic, and still contested, ideas drawn from informa-
tion economics, in which the identification and elimi-
nation of information asymmetries is mobilized to 
make markets more efficient (Stiglitz, 2000).

Our use of insights from information economics, 
however, comes with a twist. Conventional economic 
analysis of the roles of information asymmetries, sig-
naling, and screening has uniformly cast prospec-
tive employees as sellers, who must signal their per-
formance potential to employers, who function in 
those analyses as buyers and screeners (Cooter, 1994; 
Spence, 1973; Stiglitz, 2002). We suggest here, how-
ever, that to reckon effectively with subtle forms of 
gender bias in the labor market, this conception of 
the roles of signaling and screening must be turned 
on its head. Instead of asking only what information 
employees have that employers need, economic analy-
sis of employment discrimination must also ask what 
information employers have about their own EEO 
performance that current or potential employees need 
to make rational, utility- maximizing decisions about 
their own career choices, such as
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•	 Utilization	analyses	comparing	the	percentage	of	
women in each job group with their availability in 
the relevant selection pool

•	 An	explanation	of	how,	for	each	job	group,	the	
relevant selection- pool statistics were compiled, 
with the explanation presented in sufficient detail 
that a reasonably sophisticated reader could evalu-
ate whether the availability pool and job groups 
had been properly constructed

•	 Statistics	showing,	for	each	job	group	and	at	
each level up the relevant line of progression, the 
comparative selection rates and odds ratios of 
women versus men being promoted or otherwise 
advanced from one level or step to the next

•	 For	each	compensation	classification,	statistics	
showing the average wage or salary gap, if any, be-
tween male and female employees in a particular 
job group at each step up the job ladder

•	 For	each	job	group	in	which	women	are	under-
utilized relative to their representation in the 
available selection pool, an analysis of the current 
obstacles to women’s inclusion or advancement 
and, if applicable, the employer, union, or employ-
ment agency’s plan for removing them

•	 Statistics	disclosing	on	a	facility-	by-	facility	basis	
the number of sex discrimination charges filed 
with either the EEOC, the OFCCP, or any other 
EEO enforcement agency (state or federal), with a 
description of the issue alleged in each complaint 
(i.e. promotion, compensation, harassment, termi-
nation, etc.) and an indication of whether, and if 
so, how, the complaint was resolved

Summary of modern policy tools

We have outlined steps that organizations can them-
selves undertake to reduce the expression of subtle 
gender bias in employment decision making, and we 
proposed sweeping changes to the federal govern-
ment’s approach to enforcing EEO laws and regu-
lations. In doing so, we have revisited the question 
of how market forces can be mobilized to squeeze 
sex discrimination out of substantial segments of the  
labor market, and in this regard, have recommended 
the institution of a comprehensive, mandatory infor-
mation disclosure regime similar to that characteriz-
ing the regulation of U.S. securities markets.

Conclusion

As we have shown, subtle, modern forms of bias are 
automatic, ambiguous, and ambivalent. This makes 
their impact on particular employment decisions par-
ticularly difficult and costly to identify. If implicit bias 

increasingly plays a relatively larger role than overt 
forms in limiting equal employment opportunity for 
women, minorities, and other protected groups, so-
ciety would be drawn increasingly to systemic, struc-
tural approaches to EEO compliance policy and away 
from individual adjudications as our primary policy 
tool.

Note

1. We do not suggest that the private right of action 
to sue for individual disparate treatment discrimination be 
eliminated. However, the second author has in another con-
text argued that in cases involving discrimination caused by 
the unwitting application of implicit stereotypes, only equi-
table remedies, and not compensatory or punitive damages, 
be available to prevailing plaintiffs (Krieger, 1995).
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Chapter 4

The Psychology of Cooperation
Implications for Public Policy

Tom Tyler

Across the social sciences there has been widespread 
recognition that it is important to understand how 
to motivate cooperation on the part of the people 
within group settings (Tyler, in press- b). This is the 
case irrespective of whether those settings are small  
groups, organizations, communities, or societies. Stud-
ies in management show that work organizations ben-
efit when their members actively work for company  
success. Within law, research shows that crime and 
problems of community disorder are difficult to solve  
without the active involvement of community resi-
dents. Political scientists recognize the importance 
of public involvement in building both viable com-
munities and strong societies. And those in public 
policy have identified the value of cooperation in 
the process of policy making, such as in stakeholder 
policy- making groups. For example, efforts to solve 
long- term environmental problems ranging from the 
location of nuclear waste dumps to preventing global 
warming focus upon how to obtain cooperation from  
different individuals and groups (Weber, this volume).

Cooperation

One obvious way that groups, organizations, and so-
cieties want their members to cooperate is by adher-
ing to group rules. This idea is so central to the area 
of regulation that compliance is viewed as a litmus 
test for the effectiveness of regulatory authorities. A 
second important aspect of cooperation is working 
with the group to achieve group goals. This involves 
productivity, that is, behavior that helps the group by 
producing desirable resources.

This distinction between two functions of coop-
erative behaviors differentiates between those that 
proactively advance the group’s goals through perfor-
mance of actions that help the group (productivity) 
and those that limit behaviors that are obstacles to 
achieving the group’s goals (regulation). What this 
suggests is that the people in groups can cooperate 

with groups both by doing things that help the group 
in a positive, proactive, manner and also by refraining 
from doing things that hurt the group. An employee 
on the job helps their company both by doing their 
work well and by not stealing office supplies.

Beyond Material Self- Interest

As already noted, psychologists distinguish between 
motivations, which are the goals that energize and di-
rect behavior, and people’s judgments about the na-
ture of the world. These judgments tell people how to 
make plans and choose when to take action and how 
to behave, that is, which decisions or choices to make. 
Goals are the objectives that motivate behavior— the 
end states that people value and seek to obtain.

The issue of cognition, or judgment and decision 
making, involves decisions that people must make 
about how to most effectively achieve desired goals. 
It explores how, once they have a goal, people make 
decisions about how and when to act so as to be most 
likely to achieve their goals. Motivation explores the 
issue of what goals people desire to achieve. People’s 
goals, that is, the things that they seek to obtain, 
help us to understand what motivates their behavior. 
Unless we know what goal people are pursuing, we 
cannot understand the intention of their actions. Of 
course, people may make errors that lead them to fail 
to achieve their desired goals. Nonetheless, their ac-
tions are guided by their purposes.

A simple example of the distinction between cog-
nition and motivation is found in the instrumental 
analyses of action. The goal that energizes people 
within instrumental models is the desire to maximize 
their material rewards and minimize their material 
costs, such as the punishments that they experience. 
To do so, people make estimates of the likely gains and 
losses associated with different types of actions. These 
judgments about the nature of the world shape the 
degree to which people engage in different behaviors  
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in pursuit of their goal of maximizing rewards and 
minimizing punishments.

Within the arenas of law, management, political 
science, and public policy, most discussions of human 
motivation are drawn from the fields of psychology and 
economics. The assumption that people are seeking 
to maximize their personal material utilities underlies 
much of the recent theory and research in both psy-
chology and economics. The argument is that people 
are motivated by this desire but simplify their calcula-
tions when seeking to maximize their personal utilities 
by satisficing and using heuristics. Furthermore, while 
motivated to maximize their utilities, people also have 
limits as information processors, leading them to make 
errors and act on biases. In other words, people may 
be trying to calculate their self- interest in optimal ways 
but lack the ability to do so well. So, people are act-
ing out of the desire to maximize their own material 
self- interest, but they do it imperfectly due to limits in 
their time, information, and cognitive abilities.

The Interface of Psychology and Economics

In the past several decades there have been tremen-
dous advances in the connection between econom-
ics and psychology. Economists have drawn upon the 
research and insights of psychologists and have also 
conducted their own empirical research as part of the 
burgeoning field of behavioral economics. The goal 
of this chapter is to further the connection between 
psychology and economics by showing the value of 
broadening the range of motivations that are impor-
tant in social settings.

A major area of psychology upon which econo-
mists have drawn during the last several decades is 
judgment and decision making. This area, charac-
terized by the work of psychologists such as Tversky 
and Kahneman (1974, 1981; also see Kahneman, 
Slovic, and Tversky, 1982; Kahneman and Tversky, 
2000), focuses upon the cognitive errors and biases 
that shape the individual judgments of people seeking 
to pursue their material self- interest during decision 
making (Brocas and Carrillo, 2003; Dawes, 1988; 
Hastie and Dawes, 2001; Hogarth, 1980; Nisbett and  
Ross, 1980; Plous, 1993; Thaler, 1991).

The literature on judgment and decision making 
is not primarily focused on issues of motivation, but 
rather on those of cognition. It seeks to understand 
how people use their subjective knowledge of the 
world to make decisions. It assumes that a key motiva-
tion for such actions is the desire to maximize material 
gains and minimize material losses. However, an im-
portant message from social psychology is that both 
cognition and motivation are important. They act in 

tandem to shape behaviors such as cooperation (see 
Higgins and Kruglanski, 2001). As a consequence, 
this analysis of decision making can profit from being 
combined with an expanded analysis of the possible 
motivations for action.

In terms of motivations, I have noted that econo-
mists have generally operated on the assumption that 
people are motivated to maximize their own personal 
self- interest, a self- interest defined in terms of mate-
rial gains and losses. No doubt most psychologists 
and economists would acknowledge that people can 
be motivated by a broader range of motivations than 
material gains and losses, but these other motivations 
have not been the primary focus of this research. Sim-
ilarly, the models of human motivation dominating 
law, management, political science, and public policy 
have not generally been broader in their focus than to 
consider the role of incentives and sanctions (Green 
and Shapiro, 1994; Pfeffer, 1994).

While incentives and sanctions have dominated 
the study of motivation (Goodin, 1996), there have 
been suggestions of the need for a broader focus. In 
articulating such a broader vision of human motiva-
tion, this work connects to the recent work of be-
havioral economists working in this area (among oth-
ers Akerlof, 2006; Falk and Kosfeld, 2004; Fehr and 
Falk, 2002; Fehr and Gächter, 2002; Fehr and Rock-
enbach, 2003; Frey 1997; Frey and Stutzer, 2002; 
Stutzer and Lalive, 2004). It does so by arguing for 
the potential benefits of those involved in studying 
law, management, political science, and public policy 
of considering a broader range of the motivations that 
can shape behavior in institutional settings.

Much of this research has been experimental and 
has focused on demonstrating that social motivations 
matter. However, such methods are not ideal for eval-
uating the relative impact of instrumental and social 
motivations in real- world settings, since the strength 
of the influence of particular factors in experiments is 
not necessarily a reflection of the strength of their in-
fluence in real- world settings. Rather, in experiments 
the strength of influence is linked to the strength of 
the manipulation. The studies I will discuss are sur-
veys that explore the natural range of instrumental 
and social factors, as well as their relative influence in 
social settings. I will argue that these methods more 
effectively demonstrate that social motivations not 
only matter but also have a strong influence upon be-
havior in social settings.

A New Framework for Voluntary Cooperation

The aim of this chapter is to build upon the sug-
gestion that we need a better understanding of the  
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variety of factors that shape people’s behavior in so-
cial settings. In particular, we need to provide a bet-
ter sense of what social motivations are and how they 
influence behavior. To do so, I will present an analysis 
of several studies and, through them, move toward a 
broader framework for understanding human motiva-
tion within social settings. That framework includes 
concern with costs and benefits and with issues such 
as reputation as defined by economists.

As framed in traditional economic analysis, these 
issues are instrumental and are linked to concerns 
about the material gains and losses that are expected 
to result from different possible behaviors. The stud-
ies reviewed here suggest that social mechanisms 
help us to explain additional aspects of voluntary co-
operation beyond the pursuit of material gains and 
the avoidance of material losses. These social mecha-
nisms provide another set of goals or reasons that lead  
people to take the actions that they do when they are 
in social settings.

In this analysis I will identify several types of social 
psychological mechanisms that deal with issues rel-
evant to cooperation and test their importance in a 
community and an organizational setting. This dem-
onstration is based upon the premise that it is through 
showing that social motivations influence cooperation 
that their value in social settings can best be demon-
strated. The core argument is that although people 
are clearly motivated by self- interest, and seek to 
maximize their material rewards and minimize their 
material deprivations, there is a rich set of other, more 
social motivations that also shape people’s actions. 
These motivations have an important influence on be-
havior that is distinct from instrumental calculations 
but have not received as much attention as have mate-
rial gains and losses. The argument that social motives 
are important has implications for issues of the design 
of groups, organizations, and communities. The pri-
mary implication is that there are a broader range of 
motivations that can be tapped to encourage desirable 
behaviors than is encompassed within traditional in-
centive and sanctioning models.

Instrumental Models

The traditional focus of motivational discussions is the 
instrumental model, which posits that people engage 
in interactions to exchange material resources. That 
is, behavior is motivated by offering incentives for 
desired behavior, threatening sanctions for undesired 
behavior, or both. There are a variety of such models. 
One is the rational choice approach, in which people 
are viewed as motivated by incentives and sanctions  
(for an extended treatment of this approach see Dar-

ley and Alter, this volume). A more complex version 
of this approach is based upon resources invested in 
attaining one’s position in a group, which is linked 
to the expectation of long- term gains. A third type is 
an instrumental approach that focuses on the depen-
dence that people have on the resources they receive 
from their job. A fourth model consists of instrumen-
tal models of justice, which are concerned with using 
distributive justice principles to maximize long- term 
outcomes when dealing with others. Finally, there is 
instrumental trust, which is concerned with expecta-
tions about the likely behavior of others.

Social Motivations

A contrasting type of motivation is social. This section 
will identify, measure, and show the importance of five 
types of social motivations. Those social motivations 
are attitudes, values, identity, procedural justice, and 
motive- based trust. In reviewing these social motiva-
tions, the general goal is to demonstrate the benefits 
of moving beyond using only material self- interest to 
motivate cooperation.

attitudes: commitment /intrinsic Motivation

Attitudes are internal predispositions— part belief, part  
feeling— that motivate people to engage in actions 
that are personally fulfilling by approaching those 
objects, activities, or events toward which they have 
favorable beliefs and positive feelings, and to avoid 
those about which their orientation is negative (Brief, 
1998). Attitudes reflect the behaviors that people 
want to engage in, whereas values reflect those actions 
that they feel they ought to engage in. Both attitudes 
and values are long- term predispositions that shape 
behavior in a manner that is distinct from the influ-
ence of the benefits and costs associated with immedi-
ate environments. The concept of attitudes has a long 
history within social psychology (McGuire, 1969). As 
would be expected given both that long history and 
the breadth of the study of attitudes, there are many 
variations in how attitudes are defined and studied. 
Here attitudes will be thought of as general predis-
positions for or against a group or activity, predisposi-
tions that are acquired over time and expressed across 
situations (Brief, 1998).

Social Values

A second body of literature concerns social values. 
Values reflect people’s feelings of obligation and re-
sponsibility to others. One example of an obligation- 
based judgment is the assessment of the legitimacy 
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of a set of rules or authorities. Legitimacy has been 
shown to be a predictor of rule- following behavior 
in both communities (Tyler, 2006b; Tyler and Huo, 
2002) and work organizations (Tyler, 2005; Tyler 
and Blader, 2005; Tyler, Callahan, and Frost, 2007). 
Obligation is often studied in the context of rule fol-
lowing, but people can also be motivated by their feel-
ings of obligation to perform well on the job, as well 
as to be loyal to their firm.

A second form of obligation is the people’s feel-
ings of obligation to their own moral values— their 
desire to do what they feel is right. A large psycholog-
ical literature argues that the motivation to act in ac-
cord with their values about what is morally right and 
wrong is an important human motivation (see Darley 
and Alter, this volume; Tyler and Darley, 2000).

identity

Another arena within which instrumental and so-
cial motivations can be contrasted is the general re-
lationship between people and organizations. Social 
psychology has long asked the question, What links 
people to groups, organizations, and communities? 
This question can be answered by reference to peo-
ple’s desire to create and maintain a favorable identity 
and a positive sense of self. Theories linked to identity 
argue that organizations serve the social function of 
providing people with an identity, which they draw 
at least in part from the organizations to which they 
belong (Tyler and Blader, 2000). That argument can 
be made based upon group- based social identity or 
emotional identification. Emotional identifications 
are links to other people whose nature shapes people’s 
identities.

The argument that groups serve a role in defin-
ing and evaluating one’s identity, and thereby shap-
ing one’s sense of self, is a key suggestion of models 
of social identification (Hogg and Abrams, 1988). A 
second group of identity- based literature concerns 
emotional identification. Since the pioneering work of 
Kelman on persuasion and attitude change (Kelman, 
1958, 1961), it has been recognized that emotional 
ties to others provide an important input into identity 
(Kelman, 2006; Kelman and Hamilton, 1989).

Procedural Justice

An additional social motivation can be drawn from 
the literature on justice (Tyler, 2000). There are two 
key forms of justice: distributive and procedural. Dis-
tributive justice refers to the fairness of outcomes, 
while procedural justice reflects the justice of the pro-
cedures through which outcomes are distributed and 

decisions made.1 The justice literature suggests that 
people’s procedural justice judgments are relational 
(i.e., social) in nature and are linked to their social 
connections to others (Tyler, 1994, 2000; Tyler, De-
goey, and Smith, 1996). Hence, the influence of pro-
cedural justice upon cooperation is an instance of the 
impact of social motivation.

Motive- Based trust

Finally, the literature on trust suggests that people 
are more willing to cooperate with others whom they 
trust (Kramer, 1999; Kramer and Tyler, 1996; Tyler 
and Huo, 2002). One type of trust, motive- based 
trust, is linked to inferences about the character of the 
other. This form of trust is also linked to relationships 
to others and is a social motive.2

What Leads a Motivation to Be a  
Social Motivation?

This chapter characterizes the additional motivations 
described— attitudes, values, identity, procedural jus-
tice, and motive- based trust— as social motivations, 
to distinguish them from instrumental motivations. 
As has been noted, instrumental motivations reflect 
people’s desire to gain material resources and to avoid 
material losses. Social motives, as discussed by psy-
chologists, differ in that they are motivations that flow 
from within the person.

There are four ways to distinguish between instru-
mental and social motivations. The first is by the con-
tent of the concerns that people express within each 
domain. Instrumental concerns focus on the poten-
tial for material gains and the possibility of material 
losses. Such gains and losses involve gains in terms of 
rewards and losses in terms of costs or punishments. 
In contrast, social motivations are linked to gains and 
losses of a nonmaterial nature. Such gains and losses 
are linked to such issues as personal identity and con-
sistency with ethical and moral values.

Second, indicators of social motivations are empir-
ically distinct from indicators of material gain or loss. 
For example, in the literature on social justice, it has 
been found that people distinguish between receiv-
ing a favorable outcome and receiving fair treatment 
(Tyler et al., 1996). Hence, judgments about justice 
are distinct from the favorability of one’s outcomes. 
This distinction is clear in the literature on distribu-
tive justice, a literature in which the fairness of out-
comes is distinguished from their desirability (Walster,  
Walster, and Berscheid, 1978). It is even clearer in the 
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literature on procedural justice, which focuses on the 
fairness of the procedures by which allocation deci-
sions are made (Lind and Tyler, 1988). If people sim-
ply viewed a favorable outcome as fair, for example, 
social motivations would not be distinct from material 
judgments. However, this is not the case.

Third, social motivations have a distinct influence 
on cooperative behavior. Again, the justice literature 
finds that the degree to which people are willing to 
accept an outcome from an authority is linked, first, 
to the favorability of that outcome. In addition, how-
ever, people are more willing to accept an outcome 
that they evaluate as being fair and fairly arrived at. 
Hence, the outcome fairness of judgments exercises 
an independent influence upon outcome acceptance 
behavior that cannot be explained by outcome favor-
ability. Similarly, procedural fairness has a distinct in-
fluence on acceptance behavior.

Fourth, social motivations produce consistent be-
havior across situations and over time. If, for example, 
someone feels an obligation to obey rules, their be-
havior should consistently reflect higher levels of co-
operation across settings that vary in their reward and 
cost characteristics. Furthermore, they should show 
the same consistency of behavior in the same situa-
tion across time. This does not mean that situational 
forces will not influence behavior, but it will be pos-
sible to see constancies in behavior that are not linked 
to those forces.

The best way to understand the value of this larger 
motivational framework is to consider it within the 
context of a particular type of socially important be-
havior, so I will focus on the motivation of cooperative 
behavior. Cooperation is valuable for groups, and se-
curing cooperation has been the focus of social science 
research across a variety of fields, including both eco-
nomics and psychology (see Tyler, in press- b, for a re-
view). Hence, the question of how to motivate people  
to cooperate is a key concern within public policy.

Why Does the Strategy of Motivation Matter?

While a discussion of the factors that motivate people 
can seem abstract, the way this question is answered 
has important public policy implications. Consider 
the arena of regulation. The United States is cur-
rently committed to a costly strategy of trying to 
reduce crime by deploying legal authorities to cre-
ate a credible risk of being caught and punished for 
rule breaking, coupled with a large prison system to 
punish those who are caught. In fact, our society is a 
leader in the world in the proportion of its population 
that is in prison, creating a massive expenditure of  

resources. Yet, this costly strategy is based upon very 
little compelling evidence either that it works or that 
it is the best possible strategy. So, a wide variety of 
social policies, ranging from policing strategy to sen-
tencing practices and correctional and rehabilitative 
models are linked to underlying assumptions about 
what works in the area of motivation. And, as I will 
show below, considerable evidence exists to suggest 
that the current motivational models are badly off 
track (Tyler and Rankin, in press- a).

Although regulation is the most striking example 
of the issue of model misspecification, even in work 
organizations in which people can be both incentiv-
ized and sanctioned, rewards and punishments are 
not found to be a particularly effective motivator of 
work performance, particularly when performance in-
volves creative or innovative problem- solving behav-
ior. Incentives work best for routinized tasks, whereas 
work environments in the United States are increas-
ingly white- collar jobs requiring creativity and inno-
vation. Hence, in the broad arena of work organiza-
tions there is a similar misspecification of motivational 
models. This has widespread policy implications. For 
example, the reaction to corporate scandals has been 
to focus upon shifting incentives rather than upon 
building values of honesty and integrity. This instinc-
tive policy resort to instrumental mechanisms seems 
widespread within the business world, but I will argue 
it is oversimplistic at best and misguided at worst. If 
the focus were shifted to social motivations, we would 
become concerned with building strong organiza-
tional cultures that emphasize values and identity. In 
other words, as with regulation, many of our reac-
tions to public policy issues are shaped by our mod-
els of motivations, models that are often based more 
strongly upon assumptions than upon empirical facts.

Comparing Motivational Strategies Empirically

regulatory Settings

The first setting in which I consider the antecedents 
of cooperation is a community setting in which au-
thorities are seeking help from community members. 
In this study the authorities involved are the police 
and the help being sought is voluntary cooperation 
of two types: support for police efforts to deal with 
crime and a willingness to work with the police to 
manage social order in the community. I refer to this 
setting as regulatory because it focuses upon efforts 
to enforce legal regulations against criminal behavior. 
However, my concern here goes beyond simply se-
curing compliance with the law. I am concerned with 
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gaining the active voluntary cooperation of commu-
nity residents to fight crime.

DeSign

The study in question was a panel study in which New 
Yorkers were interviewed over the telephone at two 
different times (for details see Sunshine and Tyler, 
2003; Tyler and Fagan, 2008). The time- one sample 
consisted of 1,653 interviews with residents of New 
York City. The sample was drawn from a stratified ran-
dom sample of telephone numbers in the city, with an 
overrepresentation of non- White residents designed 
to produce a high proportion of Hispanic and African  
American respondents. Approximately one year fol-
lowing the first interview, attempts were made to 
recontact and reinterview all of the respondents. A 
subset of 830 of those originally interviewed was suc-
cessfully reinterviewed. A comparison of those rein-
terviewed with the original sample indicated no sig-
nificant differences in ethnicity, gender, age, income, 
or education. Both the sampling and questionnaire 
details can be found in Tyler (in press- b).

cooPeration

Cooperation involved voluntary efforts to help the 
police. It was assessed by asking respondents whether, 
if the situation arose, they would be likely to call the 
police to report a crime; help the police to find some-
one suspected of a crime; report dangerous or suspi-
cious activity; volunteer time to help the police; patrol 
the streets as part of an organized group; or volunteer 
to attend community meetings to discuss crime.

Social MotiVationS

Five social motivations were measured: attitudes 
about the law; values (i.e., the legitimacy of the po-
lice and law and the congruence of law with moral 
values); identification with the police; the procedural 
justice of the behavior of the police (overall quality 
of decision making and quality of treatment); and 
motive- based trust.

analySiS

Instrumental and social judgments were found to be 
related (r = 0.26). Those members of the commu-
nity who believed that the police were instrumentally 
effective also expressed greater social motivations for 
cooperating with them.

Structural equation modeling was used to exam-
ine the influence of instrumental and social factors in 
shaping cooperation. That analysis included separate 

analyses for the wave- one sample and for the panel 
sample. Because of the community context and the 
ethnic diversity of the sample, demographic variables 
were included in this analysis.3

The results for the wave- one cross- sectional analy-
sis, shown in Table 4.1, suggest that both instrumen-
tal and social factors play an important role in shaping 
cooperation. There were strong influences of social 
motivations (beta = 0.25, p < .001); demographics 
(beta = 0.17, p < .001); and instrumental motivations 
(beta = 0.17, p < .001). Interestingly, when controls 
were placed upon prior cooperation in a panel analy-
sis, only social motivations continued to show an in-
dependent influence (beta = 0.11, p < .01). The panel 
results suggest that social motivation remains impor-
tant with a more sensitive panel design, while the in-
fluence of instrumental variables disappears.

Policy iMPlicationS

The results of this study reveal that there is a generally 
high level of willingness to cooperate with the police. 
For example, the mean willingness to report crimes to 
the police in the panel sample was 3.57 on a scale of 1 
(not likely at all) to 4 (very likely), while the mean for 
working with people in the community was 2.79 on 
the same scale (see Tyler and Fagan, 2008). In other 
words, there was generally considerable willingness to 
help the police, something that can be built upon in 
efforts to manage crime and social order in both ma-
jority and minority communities.

The issue is how to engage this potential coop-
eration. A report from the National Academy of  
Sciences noted the paradox that while the police had 
improved their objective performance in recent de-
cades and crime rates had declined, public trust and 
confidence in the police had not improved apprecia-
bly, especially in the minority community (Skogan 
and Frydl, 2004). The report recommended a focus 
on social motivations that create or undermine trust 
and argued that attention to social motivations would  

Table 4.1 Motivation in a community setting

Voluntary cooperation

time one time two
Time one factors

Demographics 0.23*** 0.06

Instrumental motivations 0.17*** 0.03

Social motivations 0.25*** 0.11**

Cooperation — 0.74***

Adjusted explained variance 14% 58%

1,653 830
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enhance both trust and public cooperation. That ar-
gument is supported by a number of studies of polic-
ing (for an overview, see Tyler, in press- b).

factors Shaping cooperation in Work Settings

The second setting I will consider involves employees 
in for- profit work settings. Again, a key issue is coop-
eration within the organization.

cooPeration in Work SettingS

Four forms of cooperation were distinguished: in- role 
behavior— that is, doing one’s specified job; extra- 
role behavior— that is, engaging in behavior to help 
the group beyond what is required; voluntary compli-
ance behavior— that is, adhering to rules; and follow-
ing rules.

inStruMental MotiVationS

Five forms of instrumental motivation were measured.
Environmental contingencies. This form of instru-

mental motivation was assessed in two ways. First, 
respondents were asked about the strength of the 
connection between good/bad workplace behav-
ior and incentives/sanctions— that is, the likelihood 
that good performance would be rewarded and rule 
breaking punished. Second, they were asked about 
the magnitude of the incentives/sanctions linked to 
good/bad behavior. Finally, the interaction between 
these two judgments was measured.

Investment. The long- term possibilities for gain 
through the company and the favorability of company 
policies were measured.

Dependence. People were asked whether their ori-
entation toward work was instrumental— that is, they 
worked only for money— and whether they needed 
their job for financial reasons.

Distributive fairness. Distributive fairness was as-
sessed at two levels: organizational and personal. 
These judgments reflect the degree to which employ-
ees felt rewards and opportunities were distributed 
fairly in their organization.

Instrumental trust. Calculative trust was mea-
sured. Calculative trust is an estimate by the respon-
dent of the likelihood that others will be trustworthy 
if they are trusted.

Social MotiVationS

Five types of social motivations were considered.
Attitudes. Three aspects of attitudes were consid-

ered: attitudes toward the company; attitudes toward 
one’s job; and work- related emotion/affect.

Values. Feelings of obligation were measured in 
four ways: the legitimacy of workplace rules; the de-
gree to which the respondent felt obligated to deliver 
high- performance work; the degree to which the re-
spondent felt obligated to stay at their current work 
organization; and the congruence of company poli-
cies with the employee’s moral values.

Identity indicators. This analysis drew upon the 
conceptualization of Tyler (Tyler and Blader, 2000; 
Tyler and Smith, 1999) and operationalized identity 
in terms of respect, pride, and identification. In the 
case of pride, the measurement looked at pride linked 
to the status of the group (Tyler and Blader, 2000), 
while respect referred to status in the organization, 
and identification to the degree that an employee 
merged their sense of self with their company. In ad-
dition emotional identification, as conceptualized by 
Kelman (1958), was measured.

Procedural justice. Procedural justice was mea-
sured in four ways: the general procedural justice of 
the organization; the personal procedural justice ex-
perienced at the organization; supervisor procedural 
justice of decision making/interpersonal treatment; 
and organizational- level procedural justice of decision 
making/interpersonal treatment.

Motive- based trust and cooperation. In this analy-
sis three indices were used to measure motive based 
trust. Those indices measured trust in the motivations 
of organizational authorities; overall trust in manage-
ment; and trust in one’s supervisor.

analySiS

Because instrumental and social motivations were 
linked to each other, it was important to consider the 
simultaneous independent contribution of each type 
of motivation to cooperate. Regression analysis was 
conducted within the framework of structural equa-
tion modeling, which allowed the indices of the five 
instrumental and the five social clusters to load upon 
two latent factors: instrumental and social. Those un-
derlying, or latent, factors were then used to predict 
cooperation. Cooperation was also an underlying, or 
latent, factor, reflecting the four indices of coopera-
tion. As with the community sample, this analysis was 
first conducted on the wave- one respondents and 
then on the panel respondents. In the second analysis, 
cooperation in wave one was controlled upon when 
explaining cooperation in wave two. The results of 
these analyses are shown in Table 4.2.

In the time- one analysis, the estimated influence of 
social motivations was beta = 0.62, p < .001; and for 
instrumental factors beta = 0.04, p < .001. When vol-
untary cooperation was distinguished from required 
cooperation, the influence of social motivations was 
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found to be stronger when voluntary cooperation was 
being examined. An analysis of the panel data indi-
cates that social motivations continued to be impor-
tant, while instrumental influences became relatively 
less important.

Policy iMPlicationS

These findings suggest that we can more effectively 
explain cooperation by considering social and in-
strumental motivations than by focusing solely on 
instrumental motivations. Social motivations are al-
ways found to be influential, irrespective of whether 
cross- sectional or panel analyses are considered. In 
fact, social motivations are the dominant factor shap-
ing cooperation.

On average, the score for required cooperation 
was 6.19, while the average for voluntary coopera-
tion was 4.78 (on a scale ranging from 1 to 7). This 
distinction was greater with performance. The mean 
for in- role performance was 6.46, and for extra- role 
behavior, 5.46, a difference of 1.00. In the case of 
rule following, the difference between required and 
voluntary levels of cooperation was 0.45. In general, 
these means showed that respondents indicated that 
they engaged in generally high levels of cooperation. 
As would be expected, voluntary forms of coopera-
tion were less common than were required forms. In 
other words, as was true with community residents 
and the police, employees show considerable will-
ingness to cooperate with managers, even when we 
consider voluntary forms of cooperation. And this 

willingness is enhanced by social factors, such as fair 
workplace procedures and trustworthy managers.

Conclusions and Implications

This chapter focuses on a micro- level exploration of 
the behavior of the people within organizations. As 
noted, such an approach is premised upon the belief 
that the behavior of the people within groups shapes 
the viability of those groups. The suggestion that  
the thoughts, feelings, and behavior of the people 
within groups are linked with group viability and 
functioning is widely supported by studies within  
law (Tyler, 2006b), management (Allen and Rush, 
1998; Freund and Epstein, 1984; Katz, Kochan, and 
Weber, 1985; Koys, 2001; Pfeffer, 1994; Podsakoff, 
Ahearne, and MacKenzie, 1997; Shore, Barksdale, 
and Shore, 1995), and public policy and government 
(Culpepper, 2003; Harrison and Huntington, 2000). 
In each area it has been shown that the beliefs, feel-
ings, and behaviors of group members influence the 
functioning of groups.

The goal of organizational design is to produce 
groups, organizations, and communities that are ef-
fective, efficient, and satisfying to their members. 
When these goals are not being achieved, one clear 
implication is that the structure of the group should 
be altered. This premise, that the structure of a group, 
organization, or community shapes the behavior of 
the people within it, and through that, influences 
the group, is a core assumption of social psychology, 
which both views human behavior as a response to the 
nature of the social institutions within which people 
are embedded and suggests that the viability of groups 
is linked to the behavior of the people within them.

A consequence of this argument is the suggestion 
that when the design of organizations is not consis-
tent with the realities of human motivation, orga-
nizations have difficulty achieving their objectives  
(Ferraro, Pfeffer, and Sutton, 2005). As Weber argues 
(this volume), the mindset of our society, that is, its 
assumptions about people’s psychology, stacks the 
cards in a variety of ways against effectively achieving 
cooperation, including the poor framing of instru-
mentally motivated choices, which interferes with the 
ability to be rationally self- interested, and the neglect 
of issues of responsibility, obligation, and moral val-
ues, which minimizes the influence of social motiva-
tions on cooperation.

Tyler (2007) suggests that the legal system has dif-
ficulty effectively motivating rule adherence because 
its model of human motivation does not encompass 
the primary factors that actually shape deference to 
rules. Research suggests that people’s rule- related  

Table 4.2 The influence of instrumental and 
social motivation on cooperation

time one cooperation (4,430)

total required Voluntary

Time- one factors

Instrumental: time one .04*** 0.11*** 0.16***

Social: time one .62*** 0.53*** 0.75***

Adj. R- sq. 38% 29% 59%

time two cooperation (2,680)

total required Voluntary

Time- one factors

Instrumental: time one 0.01 0.03 - .01

Social: time one .11*** 0.11*** 0.23***

Cooperation: 
time one

.76*** 0.65*** 0.69***

Adj. R- sq. 59% 45% 53%
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behavior is most strongly influenced by their sense 
of responsibility and obligation to defer to legitimate 
authorities and follow moral principles (Tyler, 2006b; 
Tyler and Blader, 2005; Tyler, Callahan, and Frost, 
2007). However, legal institutions are designed on 
the assumption that behavior is shaped by the in-
strumental risk of sanctioning. As a result, there is a 
fundamental misalignment of the organization, in this 
case the legal system, and models of motivation, lead-
ing the system to be less efficient and effective than 
might potentially be the case.

Similarly, in the case of the management of work 
organizations, there is a strong emphasis upon the use 
of incentives and sanctions to motivate desired work-
place behavior. Although studies suggest that the 
combination of incentives and sanctions is better able 
to motivate behavior than is a focus only on sanctions 
(Podsakoff et al., 2005; Tyler and Blader, 2000), the 
ability of instrumental variations to shape coopera-
tion is still limited. Again, command- and- control ap-
proaches reflect a misalignment of institutional design 
with human motivation. This misalignment occurs 
not because instrumental models cannot predict fac-
tors that influence cooperation, but because a focus 
only on instrumental issues is incomplete.

This chapter provides the authorities in groups, 
organizations, and communities with a perspective on 
how to better motivate desirable behavior on the part 
of the members of the groups they manage. The ex-
ercise of authority can potentially involve many tasks, 
and this discussion does not deal with all of them. 
It focuses, instead, on one concern that is common 
to many group situations: shaping the cooperative 
behavior of the people within a group, organization, 
or community. This chapter has been concerned with 
factors shaping people’s motivation within groups, 
organizations, and communities.

I do not argue with the suggestion of instrumental 
models that incentives and sanctions can and often 
do shape cooperation. Such effects are widely, but 
not universally, found. Rather, I argue that an exclu-
sive focus on instrumental approaches is not optimal, 
since social motivations are the strongest drivers of 
cooperative behavior. Hence, organizations that rely 
primarily or exclusively upon instrumental motiva-
tions are misaligned with human motivations and not 
optimally designed.

Instrumental models have the advantage of being 
under the control of authorities, as long as those au-
thorities can obtain and maintain the wherewithal to 
deploy them. Hence, they are a motivational “sure 
thing,” as least while times in a group are good. It may 
be this element of control that most strongly draws 
authorities to instrumental approaches. And with the 
control of resources comes organizational centrality, 

since when authorities use instrumental approaches, 
they become the focus of attention, with employees 
shaping their behavior in response to what authorities 
are doing rather than in response to their own needs 
and concerns. Because instrumental approaches easily 
resonate with authorities, one approach that might be 
taken by them to try motivating cooperation would 
be to build up the effectiveness of instrumental ap-
proaches to maximize their ability to motivate mem-
bers of communities and organizations.

However, the approach to increasing the motiva-
tion to cooperate I have taken in this chapter is not 
to strengthen instrumental approaches but instead to 
broaden the conception of what motivates employees. 
By including social motivations in the overall motiva-
tional framework, the ability to explain why people 
cooperate is substantially enhanced. The implication 
for organizational design is that there needs to be a 
focus on creating the organizational conditions con-
ducive to promoting social motivations.

The argument outlined here is based upon the dis-
tinction in utility functions between the strategies that 
people use to achieve their objectives and the nature 
of their objectives— the end states that people value. 
The judgment and decision- making literature has 
made clear in the last several decades that there is a 
great deal to be gained by exploring the individual’s 
thought processes— by developing the expectancy as-
pect of utility. This chapter has suggested that there 
is a similar benefit to developing the second aspect of 
the utility model— our understanding of what people 
value, that is, creating an expanded version of the 
goals that motivate people in social settings. While 
they are motivated by material incentives, such as op-
portunities for pay and promotion, and seek to avoid 
losses, such as sanctions for rule breaking, people are 
motivated by a broader set of issues, organized here 
and labeled social motivations. Those social motiva-
tions include attitudes, values, emotions, identity, 
procedural justice, and motive- based trust.

implications for organizational Design

The empirical analysis makes clear that instrumental 
and social motivations are related but that each has 
distinct influences upon cooperation. Hence, nei-
ther is simply a reflection of the other. It is also the 
case that each form of motivation has distinct con-
ceptual characteristics and that, as a result, they are 
not interchangeable from an organizational- design 
perspective.

Instrumental approaches are widely used because 
they have the advantage of providing a reliable ap-
proach to motivation. Authorities do not need to 
seek to understand the people over whom they are  
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exercising authority. They can deploy a system of in-
centives and sanctions that will generally shape behav-
ior in the directions that they desire.

Discussions about the use of incentives and sanc-
tions consistently point to several limitations of such 
motivational approaches. One that has already been 
noted is that their impact is weak. When they work, 
these strategies have modest effects upon behavior.

Second, even when they are being successful, their 
use requires the continual deployment of organiza-
tional resources. Employees whose work is motivated 
by pay do not over time become motivated by other 
factors. On the contrary, their internal motivations to 
work are undermined by an emphasis upon pay for 
performance. Hence, the organization must continu-
ally allocate resources to maintain performance and 
may, over time, gradually have to increase those allo-
cations as other reasons for working are undermined.

The case of resource drain is especially striking 
with regulation. To prevent wrongdoing, organiza-
tions need to deploy a credible surveillance effort, 
such as a police or security force. And since the like-
lihood of apprehension is the primary determinant 
of behavior, that force needs to be of sufficient size 
and quality that it presents people with a reasonably 
high level of risk of being caught and punished for 
wrongdoing. Preventing rule breaking is essential for 
viability, but it does not directly add value to the or-
ganization. Furthermore, it is often out of the control 
of group authorities.

The September 11 attack upon the World Trade 
Center forced a massive reallocation of resources to 
defense and policing within the United States at a 
time when authorities would have preferred to de-
ploy those resources in ways that would be of greater 
benefit to our society— to improve health care, lower 
the deficit, etc. Hence, resources deployed for regula-
tion cannot be optimally used to promote effective-
ness and are deployed reactively and out of necessity 
to combat security threats. While communities may 
gain economically by having a prison constructed 
and guards employed in their community, spending 
money to prevent and punish rule breaking is not the 
optimal use of collective resources. Having a large 
standing army or police force may be necessary, but 
it is costly and, over time, drains resources from an 
organization. Similarly, the resources that work orga-
nizations spend to monitor employees for theft and 
other types of rule breaking are necessary to counter 
these serious organizational problems but are not a 
desirable use of resources.

A further problem with instrumental approaches 
is that they are least effective when they are needed 
most. All groups have periods of difficulty and scar-
city. A company may have a decline in market share 

and may need to reorganize and rebuild. A commu-
nity may suffer drought or flooding and require sacri-
fices from its members to remain viable. It is at these 
times that the cooperation of group members is most 
essential to the survival of the group. But, ironically, 
this is when that cooperation is least likely to be ob-
tainable via instrumental approaches.

A study by Brann and Foddy (1988) is illustrative. 
In their study, members of a community were told 
that collective resources (fish in the pond) were being 
depleted too rapidly and might disappear. Those mo-
tivated by self- interest reacted to this information 
by increasing the number of fish they took from the 
pool. Those socially motivated took fewer fish. This 
study illustrates how instrumental motivations may 
often lead people to act against the group when the 
group is vulnerable rather than sacrificing on behalf of 
the group at the risk of their self- interest. From the 
perspective of the group, the viability of the group 
is more uncertain when it contains within it people 
primarily motivated by self- interest.

Tyler (2006a) reviewed the literature on legiti-
macy and found that, as this argument would sug-
gest, groups whose leaders are legitimate and who 
therefore have a basis upon which to call upon their 
members to make sacrifices are more likely to survive 
periods of difficulty. Those leaders can appeal to social 
motivations when they lack the resources to reward 
sacrifice or punish rule- breaking behavior. So, they 
have to use alternative approaches to motivate coop-
eration during troubled times.

Social motivations are conceptually distinct from 
instrumental motivations, and as a consequence they 
have distinct strengths and weaknesses. A distinct 
strength is, as has been noted, that they do not re-
quire organizational authorities to possess the abil-
ity to provide incentives for desired behavior or to 
be able to create and maintain a credible system of 
sanctions. At all times, groups benefit from having 
more resources available that can be directed toward 
long- term group goals. If everyday group actions are 
shaped by self- regulating motivations, groups have 
more discretionary resources.

And as the findings of this chapter make clear, so-
cial motivations are important because they are more 
powerful and more likely to produce changes in co-
operative behavior than are instrumental motivations. 
Hence, social motivations are both more powerful 
and less costly than are incentives and sanctions. Of 
course, this does not mean that social motivations 
can be immediately and automatically deployed in all 
situations.

A weakness of social motivations is that they can-
not be quickly activated within any social context.  
A CEO with a million- dollar war chest can create 
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an incentive system to motivate behavior in desired 
directions overnight. Conversely, a city can shift its 
police patrols around to vary the nature of the threat 
faced by community residents. Such flexibility is a 
major advantage of the instrumental system. Social 
motivations must be developed over time, as the cul-
ture of an organization is created. Hence, a long- term 
strategy is needed to build an organization based  
upon social motivations.

More simply put, in order to be able to call upon 
people’s loyalty and patriotism when sacrifices are 
required, it is necessary for loyalty and patriotism to 
exist widely among members of the group, organiza-
tion, or society. This requires a long- term strategy to 
inculcate and maintain such values. The findings of 
the research outlined here indicate that one element 
of such a strategy needs to involve efforts by authori-
ties to make decisions in ways that are viewed as pro-
cedurally just and that lead to trust in the motivations 
of those authorities.

A strategy based upon social motivation also has 
the disadvantage of taking control away from those at 
the top of the social hierarchy. If a group relies on vol-
untary cooperation, its leaders need to focus upon the 
attitudes and values of the people in the group. For 
example, they have to create work that people experi-
ence as exciting. Furthermore, they have to pursue 
policies that accord with the employees’ moral values. 
These aspects of social motivation create constraints 
upon the actions of leaders.

It is natural that leaders would prefer a strategy 
in which they are the focus of attention, irrespec-
tive of its effectiveness, to one in which they focus 
their attention upon the concerns of their employees 
or constituents. Yet, within business organizations, 
a focus on the customer is a widely institutionalized 
value. Similarly, the concept underlying democratic 
processes is that, within communities, policies ought 
to be a reflection of the values of the members of 
those communities. Hence, it is hardly a radical sug-
gestion that organizations benefit when they develop 
their policies and practices in consultative ways that 
involve all of the relevant “stakeholders,” including 
leaders, group members, and external clients such as 
customers.

Aspects of procedural justice and motive- based 
trust feed directly into the need to make group poli-
cies and practices consistent with the attitudes and val-
ues of group members. Participatory decision making 
and consultation at all levels (i.e., opportunities for 
voice) are mechanisms through which people’s views 
are represented. And one key element in trust is the 
belief that authorities are soliciting and considering 
people’s views before making decisions. Procedures  
that are viewed as procedurally just and authorities 

judged to be trustworthy encourage input from em-
ployees to higher management. And, of course, neu-
trality (making factually based and impartial decisions 
that consistency apply rules across people) and quality 
of treatment (respect for people and their rights; treat-
ment with courtesy and dignity) are also important 
elements of procedural fairness, as well as processes 
that engender trust in authorities and institutions (for 
a more detailed discussion of elements of justice and 
trust, see Tyler, 2007).

Ironically, those constraints may often have addi-
tional value for groups. The era of corporate excess 
makes clear that the unchecked power of those in 
high management does not always end up serving the 
interests of the company. Hence, the need to be ac-
countable to others within the organization may have 
valuable benefits for the group and may check the 
tendency of leaders to engage in unwise actions. Just 
as “checks and balances” is frequently held up as one 
of the primary desirable design features of American 
government (Tyler, 2007), the balancing of policies 
and practices among stakeholders has the benefit of 
restricting any tendency toward excesses.

Building identification, creating attitudes and Values

Social motivations are important in theoretical terms 
because they point a direction for future research into 
cooperation. In addition to exploring how to motivate 
cooperation via more effective systems of sanctioning 
or by innovative incentive- based strategies, the find-
ings outlined above argue that we would benefit from 
incorporating other motivations into our motivational 
models. This process leads to a focus on understand-
ing which social motivations shape cooperation.

In my analysis, identification emerges as a key an-
tecedent of cooperation. How do we build identifi-
cation? The findings outlined suggest that we create 
organizations in which people experience procedural 
justice in their dealings with the authorities and insti-
tutions that they trust. These two aspects of the em-
ployee’s experience in their organization are central to 
their decision to merge their identities with the iden-
tity of their group.

Can this argument be extended to attitudes and 
values? The results of the study of work organiza-
tions suggest that the answer is yes. The procedural 
justice of the organization is linked to the favorabil-
ity of attitudes (r = 0.55); and of value judgments 
(r = 0.62). Similarly, the degree to which employees 
trust the motives of their managers is linked to the 
favorability of attitudes (r = 0.53) and of value judg-
ments (r = 0.59). In other words, if people work in a 
justly managed social setting, managed by authorities 
whose motives they trust, their commitment to the  
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organization and to their jobs is higher and they feel 
more obligation toward the authority.

Of course it is not necessary to view these find-
ings as only speaking to issues of organizational de-
sign. They also have implications for selection. To the 
degree possible, it makes sense to recruit and seek to 
retain those group members whose attitudes, values, 
and identity are already favorable toward the group. 
While the group climate clearly shapes cooperation, it 
is not the only potentially relevant factor.

cooperation in the lewinian tradition

Cooperation, as discussed in this chapter, was con-
ceptualized in the tradition of motivational research 
begun by Lewin (Gold, 1999) and central to the 
Research Center for Group Dynamics inspired by 
that research. In Lewin’s classic studies, the focus of 
concern was the behavior of groups. Various types of 
behavior were considered, including the performance 
of group tasks and aggression toward others in the 
group. In the studies leaders sought to encourage/
discourage these behaviors using a variety of styles of 
motivation, including authoritarian and democratic 
leadership. Lewin focused his own attention upon 
issues of aggression and scapegoating, as well as on 
the performance of group tasks, with many studies 
centered upon the behavior of adolescents. The focus 
on group performance carried forward as an impor-
tant aspect of the agenda of the Center for Group 
Dynamics was inspired by the work of Lewin and his 
students.

This analysis has been broadly framed using the 
field theory model in several ways. First, this analy-
sis of people’s actions viewed employee behavior as a 
reflection of two factors: external (instrumental) and 
internal (social) motivations. Second, the key issue 
is the mix of these motivations. Finally, this analysis 
distinguished between those behaviors that are and 
those that are not voluntary, that is, behaviors that 
do and do not occur in settings in which behavior is 
being observed and those who engage in it are aware 
that incentives and sanctions will be shaped by their 
actions.

Summary

This chapter has argued for the value of broadening 
our conceptualization of the goals that people pursue 
when they are members of groups, organizations, or 
societies. Beyond their motivation to obtain material 
resources, which is shaped by the rewards and sanc-
tions risks in their immediate environment, people are 
also motivated by social considerations. The results 
outlined here indicate that such social motivations 

strongly influence people’s cooperation with group 
authorities and with their rules and policies. They are  
particularly powerful motivators of voluntary coop-
eration. Since achieving widespread voluntary coop-
eration has advantages for groups, it is argued that 
understanding how to develop and sustain social mo-
tivations is an important element in organizational 
design.

Notes

1. Two arguments frame the suggestion that justice is 
a social motivation. The first is that procedural justice is 
distinctly relational. Tyler (1994) distinguished procedural 
and distributive justice, arguing that procedural justice is 
uniquely framed by “relational motivations.” These rela-
tional issues include concern about the quality of decision 
making and the quality of interpersonal treatment (Tyler and 
Lind, 1992).

The original discussion of relational motivations in-
cluded trust. In this analysis, trust in the motives of au-
thorities will be treated separately in the chapter on trust. 
Treatment of this issue has not always been the same. Tyler 
and Blader (2000) included indices of trust in their index of 
interpersonal treatment to create two factors: decision mak-
ing and interpersonal treatment. On the other hand, in their 
analysis of personal experiences with authorities, Tyler and 
Huo (2002) treated both general procedural justice judg-
ments and assessments of trust as distinct judgments about 
the justice of decision making and the justice of interpersonal 
treatment. This analysis follows the lead of Tyler and Huo 
(2002) in treating trust as an issue that is distinct from pro-
cedural justice.

2. Of course, trust is not completely distinct from proce-
dural justice (see De Cremer and Tyler, 2007).

3. Prior research indicates that there are large differences 
in cooperation with the police that are linked to demo-
graphic factors, in particular race.
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Chapter 5

Rethinking Why People Vote
Voting as Dynamic Social Expression

ToDD RogERS

CRaig R. Fox
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In political science and economics, voting is tradi-
tionally conceived as a quasi- rational decision made 
by self- interested individuals. In these models citizens 
are seen as weighing the anticipated trouble they must 
go through in order to cast their votes, against the 
likelihood that their vote will improve the outcome of 
an election times the magnitude of that improvement. 
Of course, these models are problematic because the 
likelihood of casting the deciding vote is often hope-
lessly small. In a typical state or national election, a 
person faces a higher probability of being struck by a 
car on the way to his or her polling location than of 
casting the deciding vote. Clearly, traditional models 
cannot fully explain why and under what conditions 
citizens tend to vote.

In this chapter we will develop a novel framework 
for understanding why people vote. Instead of concep-
tualizing voting as a self- interested decision that is made 
at a single moment in time, we conceptualize voting 
as self- expressive social behavior that is influenced by 
events occurring before and after the actual moment 
of casting a vote. This conceptualization has several 
benefits. First, it helps to explain existing behavioral re-
search that does not parsimoniously fit within the more 
traditional models of voting. Second, it helps identify 
several additional, currently underappreciated, factors 
that may affect people’s likelihoods of voting. These 
derive from behavioral research in fields that have not 
previously been linked to voting (notably, social and 
cognitive psychology and behavioral economics).

Our conceptualization is best appreciated when 
viewed in contrast to traditional accounts of voting 
behavior. As described above, those conceive of vot-
ers as quasi- rational agents who evaluate whether to 
cast a vote by weighing the expected subjective benefit 
of voting against the expected subjective cost of vot-
ing. Those accounts generally encompass two types of 
benefits. The first is the impact that one expects her 

vote to have on the outcome of a given election. This 
“instrumental” benefit equals the difference in utility 
that a voter would derive from the preferred candi-
date versus the alternative candidate winning the elec-
tion, multiplied by the subjectively assessed likelihood 
of casting the pivotal vote (Downs, 1957; Tullock, 
1968). However, instrumental benefit cannot explain 
why millions vote in elections that they can reasonably 
be expected to know are not close. This fact gives rise 
to a “consumption” benefit from voting (Blais, 2000), 
which includes the pleasure a person experiences from 
fulfilling her civic duty to vote (Riker and Ordeshook, 
1968) and the avoidance of the potential displeasure 
of having failed to vote when it might have mattered 
(Fiorina, 1974). The sources of this consumption ben-
efit from voting have not been systematically analyzed. 
In some respects, the following account of voting as 
dynamic social expression— could be interpreted as un-
packing this consumption benefit. However, not all of 
what we will describe fits neatly into this classification, 
and not all potential components of consumption 
benefit will be incorporated into our account.

We begin with a review of recent field experimen-
tal research exploring the impact of different modes 
of get- out- the- vote (GOTV) contact on turnout. The 
broad conclusion of this research is that the more 
personal the mode of contact, the more effective it 
is. Traditional models of why people vote are mostly 
silent on whether and why this would be the case. 
This deficiency helps motivate our conceptualization 
of voting as a fundamentally social behavior. In ad-
dition, we add two behavioral observations to our 
framework: voting is influenced by actions occurring 
before and after the moment of voting, and voting is 
an expression of one’s identity.

We cite GOTV research throughout this chapter 
as empirical support for our account of why people 
vote. That research enables us to develop a behavioral 
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model grounded in observations of actual behavior, 
rather than a purely theoretical model grounded in 
questionable assumptions about behavior. In some 
cases, extant GOTV research confirms that parts of 
our model actually do causally affect people’s likeli-
hood of voting. In other cases, for which no extant re-
search exists, we propose new GOTV field experiments 
to test our hypotheses. GOTV research is important 
not only for theoretical reasons but also for practical 
reasons: it can generate useful prescriptive insights for 
(cost- effectively) stimulating turnout in elections. The 
economic benefits of increased efficiency in GOTV ef-
forts are significant because tens of millions of dollars 
are spent on such efforts in each federal election cycle. 
More importantly, increased effectiveness of GOTV 
efforts can achieve the social objective of increasing 
the number of citizens who participate in elections.1

The chapter is organized as follows. The first sec-
tion, “Mode of GOTV Contact,” reviews recent field 
experimental research exploring the impact of differ-
ent modes of GOTV contact. This research helped 
motivate our conceptualization of voting as a funda-
mentally social behavior. Each of the three key ele-
ments of our framework of why people vote are then 
discussed. The second section, “Dynamic: Voting Is 
Affected by Events before and after the Decision,” 
describes research supporting the view that voting be-
havior can be affected by actions occurring before and 
after the moment of actually casting a vote. The third 
section, “Social: Voting Is Influenced by Affiliative 
and Belonging Needs,” discusses the implications of 
construing voting as a fundamentally social behavior. 
The fourth section, “Identity: Voting as an Expres-
sion of Identity,” explores the potential implications 
of thinking of voting as an expression of one’s per-
sonal and social identity. In the second through fourth 
sections, we discuss promising directions for future 
research to test and extend our conceptualization of 
why people vote. Finally, in the summary, we conclude 
with a brief review and discussion of our hopes for 
future research and theory building on this rich topic. 
Throughout this chapter we deliberately constrain our 
discussion to methods of promoting, rather than sup-
pressing, participation, and to GOTV tactics that can 
be employed without the use of deceptive messages.

Mode of GOTV Contact: More Personal =  
More Effective

The last decade has witnessed an explosion in experi-
mental field research examining the factors that influ-
ence citizens’ likelihoods of voting. This began with 
the seminal 1998 study examining the relative impact 
of different modes of GOTV contact in an election 

in New Haven, Connecticut (Gerber and Green, 
2000a). These investigators varied both the mode of 
contact and the content delivered to the citizens once 
they were contacted. Gerber and Green found no 
statistically meaningful differences in turnout across 
the variations in message content that they tested, but 
they did find very large differences across modes of 
communication. The vast majority of subsequent re-
search in this area has continued to focus on the im-
pact of different modes of GOTV contact, rather than 
on GOTV content. Thus, until recently little progress 
has been made in determining which GOTV message 
strategies are most effective in turning out voters. In 
fact, in Green and Gerber’s quadrennial literature re-
view summarizing the experimental work on voter 
mobilization, they underscore that the GOTV con-
tent does not seem to matter much (2004, p. 36).2

In the days and weeks leading up to an election, 
campaigns and their agents use a variety of commu-
nication modes to encourage citizens to vote. These 
range from the highly personal, such as face- to- face 
canvassing, to the highly impersonal, such as a prere-
corded message over the phone (“robo- calling”). As 
mentioned, research in this area has generally found 
that the more personal the mode of contact, the larger 
its impact on the contacted citizen (Green and Ger-
ber, 2004, 2008). In fact, Gerber and Green (2000a) 
suggest that the decline in voter turnout in the latter 
half of the twentieth century might be explained to 
a large extent by the use of increasingly impersonal 
modes of GOTV contact.

personal, Face- to- Face Contact

Naturally, different forms of GOTV communication 
vary in their cost per contacted household: reaching a 
person through paid face- to- face canvassing is gener-
ally more expensive and labor- intensive than reaching 
a person through paid phone banking, and reaching 
a person through paid phone banking is generally 
more expensive and labor- intensive than reaching a 
person through paid direct mail.3 That said, the mode 
of GOTV contact that results in the largest increase in 
turnout per contacted voter is personal, face- to- face 
contact. Initial experimental research found that a 
nonpartisan face- to- face canvassing effort had a 5– 8 
percentage point mobilizing effect in an uncontested 
midterm election in 1998 (Gerber and Green, 2000a) 
compared to less than a 1 percentage point mobiliz-
ing effect for live phone calls and for mailings. More 
than three dozen subsequent experiments have over-
whelmingly supported the original finding that per-
sonal, face- to- face contact is more effective than less 
personal channels. The relative effectiveness of can-
vassing has been replicated in municipal elections (Ar-
ceneaux, 2005; Green, Gerber, and Nickerson 2003; 
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Michelson, 2003, 2005; Nickerson 2005) and federal 
elections (Arceneaux and Nickerson, 2006; Middle-
ton and Green, 2008; Murray and Matland, 2005; 
Nickerson, Friedrichs, and King, 2006). It has also 
been demonstrated in several targeted populations, 
including younger citizens (Nickerson, 2006c; Nick-
erson, Friedrichs, and King, 2006), Latinos (Michel-
son, 2003; Murray and Matland, 2005), and African- 
Americans (Arceneaux, 2005).

Studies have looked at the effectiveness of canvass-
ing efforts during low- salience elections (Arceneaux, 
2005) as well as higher- salience, competitive elections 
(Bennion, 2005). Middleton and Green (2008) exam-
ined the canvassing effort of the partisan organization 
MoveOn.org in an especially high- salience election: 
battleground states during the 2004 presidential elec-
tion. Uniquely, MoveOn.org’s effort relied on local 
volunteers who were embedded in neighborhood so-
cial networks to mobilize voters. Face- to- face canvass-
ers who are local and familiar can deliver GOTV con-
tacts in especially personal ways compared to typical 
volunteers who are strangers to their GOTV targets. 
Impressively, this personalized form of canvassing 
resulted in a 9 percentage point increase in turnout 
compared to precincts that were not canvassed and 
were matched after the election based on identical ob-
servable characteristics. This impact is especially large 
when considering the very high salience of that elec-
tion, and therefore the high level of baseline turnout.

personal, phone Calls

Dozens of experiments have examined the effective-
ness of GOTV messages delivered by telephone. Sev-
eral general findings emerge, all of which are consis-
tent with the broad conclusion that the more personal 
a GOTV strategy, the more effective. First, the most 
effective phone calls are conducted in an unhurried, 
“chatty” manner. This has been found using profes-
sional phone banks especially trained to conduct con-
versational, unhurried calls (Nickerson, 2007) and 
using volunteers with training and good supervision 
(Nickerson, 2006d). Second, although even calls de-
livered in a rushed manner tend to have some effect 
(estimates vary but these calls appear to boost turnout 
by about 1 percentage point), they tend to be less ef-
fective than unhurried calls. This has been found using 
professional phone banks (McNulty, 2005; Nicker-
son, 2007) and volunteers (Nickerson, Friedrichs, and  
King, 2006). Finally, there is some preliminary evi-
dence that recontacting those who had reported af-
ter an initial call that they intended to vote can be  
among the most effective phone- based GOTV methods  
(Michelson, McConnell, and Bedolla, 2009). We con-
sider this strategy among the most “personal” of phone 
techniques because it involves referencing details of 

a past call. As we will discuss in “Dynamic Voting,” 
this strategy also leverages the behavioral tool of self-  
prediction and commitment.

impersonal, one- Way communications

The least personal and the least effective GOTV com-
munication channels entail one- way communications. 
First, written pieces encouraging people to vote that 
are mailed directly to households have consistently 
been shown to produce a small, but positive, increase 
in turnout (Green and Gerber, 2008). However, as 
we will see in the section “Identity,” a recent study 
has suggested that more personalized content in-
cluded within the direct mail pieces (e.g., showing cit-
izens their voting record and that of their neighbors) 
can render them much more effective (Gerber, Green, 
and Larimer, 2008). Second, GOTV leaflets delivered 
to households by canvassers have been found to have 
small positive effects on participation rates (Gerber 
and Green, 2000b; Nickerson, Friedrichs, and King, 
2006), especially among unaffiliated voters (Gerber 
and Green, 2000b). Third, calling households to de-
liver a prerecorded script, what are known as “robo- 
calls,” has not been found to have any measurable 
impact on turnout (Green and Gerber, 2008). Finally, 
GOTV email messages have no effect whether sent 
by partisan organizations (Stollwerk, 2006) or non-
partisan organizations (Nickerson, 2006a). All told, 
these impersonal modes of contact have a small- to- 
negligible effect in stimulating participation.

interpreting the impact of More  
Personal communications

Why are more personal modes of GOTV contact more 
effective in stimulating turnout? Traditional rational 
models of voter behavior might suggest the follow-
ing answers. First, personal modes of GOTV contact 
may have more impact because they affect how likely 
a citizen would be to notice the information (e.g., it is 
easier to dismiss a message presented on a leaflet than 
a message delivered by a person at one’s door). Sec-
ond, citizens may more carefully attend to messages 
delivered in more personal and interactive ways (e.g., 
a person may listen more intently to and engage with 
a message delivered by a person at their door than 
with a message delivered by mail).

Though enhanced attention no doubt contributes 
to the heightened impact of more personal commu-
nications, we suggest that this heightened impact is 
enhanced by the social dimension of more personal 
interactions. For instance, the attention account can-
not readily explain why even the most effective tele-
phone calls are less than half as effective as face- to- face 
canvassing. Apparently, some aspect of face- to- face 
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interactions renders targets more receptive to ap-
peals (Reams and Ray, 1993). Naturally, a deeper so-
cial connection is fostered in face- to- face interaction 
than over a telephone. This social connection likely 
engages people’s empathy and their fundamental de-
sire for acceptance, both of which tend to engage the 
motivation to behave in socially desirable ways (Bau-
meister and Leary, 1995). Additionally, more personal 
communication channels facilitate the detection of 
social similarity between the target and the commu-
nicator, which has been shown to increase a target’s 
likelihood of complying with requests (Burger et al., 
2004). Finally, more personal GOTV communication 
may provide an opportunity for targets to make more 
compelling commitments about their future behavior. 
Indeed, asking people to publicly commit to a future 
behavior (e.g., voting) has been shown to increase 
their likelihood of following through on that behavior 
(e.g., Sherman, 1980), and such commitments have 
greater impact when they are made in more public 
ways (Deutsch and Gerard, 1955).

Mode of gotV contact: Summary and Future Directions

Gerber and Green’s initial New Haven experiments, 
and the many experiments that have followed, de-
veloped a method for assessing the effectiveness of 
GOTV communication channels and inductively ac-
cumulated insights into what motivates people to 
vote. Future research should explore other modes of 
GOTV contact such as television or radio ads encour-
aging turnout (surprisingly little of which has been 
done to date) and the common practice of holding 
signs on highly trafficked streets to remind people of 
an election. Other modes of GOTV contact include 
emerging digital technologies, such as online banner 
ads, social networking tools like Facebook or Twitter,  
and text messaging. Preliminary research on some of 
these modes of contact has already begun (TV: Ger-
ber et al., 2006; Green and Vavreck, 2006; radio: 
Panagopoulos and Green, 2006; Internet: Iyengar, 
2002; text messaging: Dale and Strauss, 2007), and a 
clearer understanding of their effectiveness will be of 
substantial value in the years to come. Another impor-
tant factor affecting a citizen’s likelihood of voting is 
his or her eligibility to cast a vote. Eligibility involves 
individual- level registration status (naturally, today’s 
unregistered voters are less likely to vote in this fall’s 
election), state- level registration rules (for instance, 
how cumbersome a process is required), and state- 
level voting qualification requirements. All three of 
these are rich areas for additional research that could 
inform GOTV best practices, laws regarding election 
eligibility, and, most fundamentally, our understand-
ing of why people vote. Finally, it merits mention that 
voting early, either by mail or in person, is increasingly 

popular. A better understanding of how to specifically 
mobilize citizens to vote early, and the impact of early 
voting on overall turnout, will be extremely valuable. 
For example, in the 2008 U.S. presidential election, 
24.3% of total votes cast were cast before election day. 
While initial research suggests that encouraging early 
voting might increase turnout (Mann, 2009), many 
questions remain unanswered.

As mentioned, the traditional account conceives 
of voting as a static, self- interested, and quasi- rational 
decision. Such models cannot readily accommodate 
the experimental findings that more personal modes 
of GOTV contact are more effective in mobilizing 
citizens to vote. To accommodate the impact of com-
munication mode on voter mobilization as well as new 
findings concerning the impact of specific messages, 
we propose to modify the traditional account of vot-
ing in three respects. First, we note that voting is not 
merely a static event that occurs at a single point in 
time but rather a dynamic constellation of behaviors 
that are extended over time, from the initial forma-
tion of an intention to vote to the act of casting a vote 
to the subsequent knowledge that one has or has not 
voted. Second, voting is not a purely self- interested 
act but an inherently social one that may accrue not 
only instrumental and consumption benefits but also 
fulfill basic needs of affiliation and belonging to a 
larger group. Third, voting is not merely a decision, 
it is also an expression of one’s identity. Conceiving 
of voting as a dynamic social expression broadens the 
range of factors that can influence voting in three im-
portant respects. The following three sections will ex-
plore some implications of each of these facets in turn.

Dynamic: Voting Is Affected by Events before 
and after the Decision

Conceiving of voting not as a static decision but 
rather as a constellation of behaviors that extend over 
time suggests that events that occur before and after 
the moment when a person decides to vote can af-
fect whether or not she actually follows through and 
casts a vote. In this section we will discuss two areas 
of behavioral research that are relevant to what occurs 
before the moment a person decides whether or not 
to vote. We will then discuss a third area of behavioral 
research that is relevant to what occurs after the mo-
ment a person decides whether or not to vote.

Before Deciding to Vote: Self- Prediction  
and commitment

One means to facilitate the performance of a socially 
desirable behavior is to ask people to predict whether 
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they will perform the behavior in the future. In order 
to present oneself in a favorable light or because of 
wishful thinking or both, people are generally biased 
to answer in the affirmative. Moreover, a number of 
studies have found that people are more likely to fol-
low through on a behavior after they have predicted 
that they will do so, a pattern referred to in different 
literatures as the “self- erasing nature of errors in pre-
diction” (Sherman, 1980), the “self- prophecy effect” 
(Greenwald et al., 1987), and the “mere measure-
ment effect” (Morwitz, Johnson, and Schmittlein, 
1993). In one classic study (Sherman, 1980) par-
ticipants were contacted over the phone to answer 
questions about a variety of topics. For half of par-
ticipants, the survey included the question of whether 
they believed they would volunteer for three hours at 
the American Cancer Society if they were ever asked 
to do so; 48% of these participants said they thought 
they would. The other half of participants were not 
asked to make such a prediction. Three days later a 
different volunteer came to all participants’ doors to 
ask if they would volunteer for the American Cancer 
Society. Whereas only 4% of participants who had not 
made a self- prediction agreed to volunteer, a whop-
ping 31% of participants who had previously made a 
self- prediction agreed to volunteer. Thus, participants 
were optimistic in predicting their likelihood of agree-
ing to volunteer, but the act of making a public affir-
mative prediction made them substantially more likely 
to volunteer than had they not self- predicted.

Several factors have been found to moderate the 
effect of self- prediction on behavior. First, the effect is 
stronger when people turn their self- predictions into 
commitments, articulating a desire and a will to per-
form the behavior. Commitment elicitation adds a so-
cially binding element to self- prediction and increases 
the social costs of failing to fulfill one’s self- prediction 
(Schlenker, Dlugolecki, and Doherty, 1994). Self- 
commitment has been found to increase compliance 
even in the absence of explicit accountability (for a 
review see Cialdini, 2003). This is because commit-
ments activate a basic desire in people to bring behav-
iors into consistency with their beliefs and their ex-
pectations about themselves (Bem, 1972; Festinger, 
1964). Second, self- prediction/commitment effects 
tend to be much stronger when they are made in 
more public ways. For instance, one study found that 
a public vote makes three- person juries more likely 
to deadlock (Kerr and MacCoun, 1985). Third, self- 
predictions/commitment effects are stronger when 
they are viewed as authentic and voluntary, and they 
tend to diminish or disappear to the extent that they 
appear to be the result of bribery or coercion. For 
instance, in one classic study, participants asked to tell 
another student that a boring task had been fun were 
more likely to rate the task as actually having been 

interesting if they had been paid a paltry $1 to talk up 
the study than if they had been paid a coercive $20 to 
do so (Festinger and Carlsmith, 1959).

Self- prediction/commitment effects have an obvi-
ous application to the GOTV context: asking citizens 
to articulate their intention to vote should make them 
more likely to actually turnout. In fact, one of the 
earliest studies examining the effect of self- prediction 
on behavior examined the domain of turnout: asking 
a small number of college students if they intended 
to vote in the 1984 U.S. general election and ask-
ing them to verbalize their most important reason 
for voting increased their likelihood of actually vot-
ing by more than 23 percentage points (Greenwald 
et al., 1987). A confound in the design was that the 
treatment did not isolate self- prediction, but instead 
also included a question about why voting is impor-
tant. Given that these two questions were combined 
for the study’s treatment group, one cannot be cer-
tain whether self- prediction, specifically, caused the 
increased turnout. Greenwald and colleagues ran a 
follow- up study in which they attempted to replicate 
the original finding and to isolate the effect of self- 
prediction (Greenwald et al., 1988). The follow- up 
experiment found a comparably sized self- prediction 
effect, but only among participants whose vote his-
tory suggested that they were occasional voters, as 
opposed to those who had consistently voted or failed 
to vote. They also found that the follow- up question 
regarding why people think they should vote had an 
additive effect, but also only among occasional voters.

Some caveats are in order when translating these 
studies into a contemporary GOTV context. The 
original studies were conducted over the phone more 
than two decades ago, when telephone calls were less 
widely used for voter mobilization. Recent election 
cycles have seen an increased use of the telephone as a 
GOTV communication channel, and we suspect that 
this practice could result in the decreased efficacy of 
any single call relative to those made in the 1980s. 
In a more recent study conducted during the 2000 
U.S. presidential primary (Smith, Gerber, and Orlich, 
2003), 1,160 citizens were contacted and assigned 
to one of four conditions: control, self- prediction 
only, reason- to- vote only, combined self- prediction 
and reason- to- vote. All conditions followed the pro-
cedures used by Greenwald and his collaborators. In 
contrast to the very large treatment effects reported 
by them, this experiment found very small, statistically 
insignificant treatment effects for self- prediction or for 
eliciting a reason to vote. Smith and colleagues also 
failed to find the effect for occasional voters relative 
to frequent and infrequent voters suggested by the 
follow- up study by Greenwald and colleagues (1988).

Smith, Gerber, and Orlich (2003) suggested that 
the effect sizes found by Greenwald and his colleagues 
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(1987, 1988) may not replicate in a contemporary 
GOTV application. However, the Smith study does 
not altogether disprove that self- prediction can be 
a useful part of GOTV content— exploratory analy-
sis merging the infrequent and occasional voters to-
gether reveals that the self- prediction treatment (in-
cluding all participants who made a self- prediction) 
resulted in a (nonsignificant) 3.2 percentage point 
increase in turnout. As we will discuss later, these 
two subgroups appear to be the most susceptible to 
other behavioral interventions as well (see “Follow-
ing the Herd: Descriptive Social Norms,” below). A 
recent study conducted during the 2008 presidential 
primary in Pennsylvania (N = 287,228) found that 
GOTV election encouragement calls that also elicited 
a self- prediction resulted in a marginally significant 
2.0 percentage point increase in turnout relative to 
an untreated control group (Nickerson and Rogers, 
2010).

Future research can examine different modes of 
eliciting self- prediction and commitment and can also 
contribute to our knowledge of the underlying mech-
anisms. For example, pledges or petitions could be in-
corporated into canvassing efforts or rallies. Emerging 
social- networking technologies provide new opportu-
nities for citizens to commit to each other that they will 
turnout in a given election. These tools facilitate mak-
ing one’s commitments public, and they also allow for 
subsequent accountability following an election (see 
“Thinking about What Happens after the Election: 
Social Pressure and Accountability,” below). In ad-
dition to demonstrating the relevance of this behav-
ioral phenomenon in the domain of voting, research 
on this topic could also advance the basic behavioral 
science. For example, it could address questions such 
as whether commitment and self- prediction become 
more or less effective when leveraged repeatedly (e.g., 
over several election cycles). Also it is an open ques-
tion whether citizens become more accurate, and less 
optimistically biased, in their self- predictions when 
asked multiple times over several elections.

after Deciding to Vote: implementation intentions

Though public self- predictions and commitments 
have been found to increase the likelihood that people 
follow through on what they say they will do, behav-
ioral research has identified an even more effective 
method for increasing that tendency. Asking people 
to form a specific if- then plan of action, or implemen-
tation intention, reduces the cognitive costs of having 
to remember to pursue an action that one intends to 
perform (Gollwitzer, 1999; Gollwitzer and Sheeran, 
2006). Research shows that when people articulate 
the how, when, and where of their plan to implement 

an intended behavior, they are more likely follow 
through. This occurs by cognitively linking two criti-
cal elements. First, by anticipating a situation that is 
important for implementing an intention (e.g., locat-
ing one’s polling place), one is more likely to auto-
matically recognize in the moment that the situation 
is critical for fulfilling one’s intention (e.g., register 
one’s vote). Second, by anticipating how one will be-
have in a given situation (e.g., on my way to work 
next Tuesday morning), one is more likely to auto-
matically behave in ways that fulfill one’s intention. 
Implementation intentions link intention- relevant sit-
uations with intention- relevant behaviors. These pairs 
can be thought of as “if situation Y, then behavior X” 
(Gollwitzer, Bayer, and McCulloch, 2005; Gollwitzer 
and Sheeran, 2006).

The formation of implementation intentions has 
been shown to affect dozens of repeated behaviors, 
such as taking vitamin supplements (Sheeran and Or-
bell, 1999) or exercising (Lippke and Ziegelmann, 
2002; Milne, Orbell, and Sheeran, 2002). An aspect 
that is more relevant to voting is that implementation 
intentions have also been found to increase the likeli-
hood of completing one- time behaviors that must be 
executed within a finite window. In one study, stu-
dents were told to pick up their reading material at 
their teaching assistant’s office during an eight- hour 
window on the following day (Dholakia and Bagozzi, 
2003, study 1). Half the participants were told that 
the materials were optional for the course, but they 
were instructed to formulate detailed implementation 
intentions about when, where, how, and how long 
it would take to pick up the reading materials at the 
TA’s office. The other half of participants were told 
that the readings were very important for the course, 
but they were not instructed to formulate implemen-
tation intentions. Results showed a dramatic effect of 
the manipulation: a large majority of students in the 
implementation intentions condition (72%) actually 
retrieved the reading materials during the eight- hour 
window the following day, whereas a minority of the 
students who were merely told that the materials were 
very important (43%) actually retrieved them during 
the specified window.

Translating research on implementation intentions 
into the GOTV context would first entail eliciting 
from citizens a goal intention to vote. Notice that 
goal intentions are self- predictions and thus exploit 
the aforementioned self- prediction effect, if one oc-
curs. Second, translating implementation intentions 
into the GOTV context would involve prompting 
citizens to detail how they will follow- through on 
their goal intention to vote. When will they vote? 
How will they get to their polling place? Where will 
they be before going to their polling place? One as-
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pect of facilitating implementation intentions that is 
especially appealing for GOTV efforts is that it could 
be incorporated into the GOTV telephone calls pre-
ceding an election that are currently in widespread 
use by campaigns. A recent experiment conducted 
during the 2008 presidential primary in Pennsylvania 
(N = 287,228) found that GOTV phone calls elicit-
ing implementation intentions increased turnout by 
4.1 percentage points relative to an untreated control 
group. This treatment effect was more than twice as 
great as an election encouragement call that also elic-
ited a self- prediction (Nickerson and Rogers, 2010). 
More research is needed, but these are promising ini-
tial findings.

thinking about What happens after the election:  
Social Pressure and accountability

Conceptualizing voting as dynamic behavior rather 
than a static decision suggests that events that occur 
after the decision to vote, and even after the act of vot-
ing, can affect one’s likelihood of voting. In particu-
lar, holding a person publicly accountable for whether 
or not she voted may increase her tendency to do so. 
Feelings of accountability can be induced by leading 
people to believe that they could be called upon to 
justify their behavior to others after making a judg-
ment, decision, or performing an action (see Lerner 
and Tetlock, 1999). Studies have found that when 
people are merely made aware that their behavior will 
be publicly known, they become more likely to be-
have in ways that are consistent with how they believe 
others think they should behave (Posner and Rasmu-
sen, 1999; Rind and Benjamin, 1994). Accountability 
has been successfully leveraged in public campaigns to 
pressure people to perform socially valued behaviors. 
For instance, at one point Italy exposed those who 
failed to vote by posting the names of nonvoters out-
side of local town halls (Lijphart, 1997: 9 n18).

In a recent field experiment, Gerber, Green, and 
Larimer (2008) investigated the effectiveness of ma-
nipulating accountability in a direct- mail message. A 
first group of households received a mailing with a 
message encouraging them to vote. A second group 
of households received a similar mailing with the addi-
tional information that researchers would be studying 
whether or not the residents of the household voted 
by examining publicly available records. This condi-
tion tested the effect of having one’s voting behavior 
observed by a third party, in this case anonymous re-
searchers. A third group of households received a sim-
ilar mailing in which the message also included a dis-
play of the turnout history of those who reside in the 
household. This message also reported that a follow-
 up letter would be sent after the upcoming election 

to report who in the household voted and who did 
not. This condition tested the effect of having one’s 
voting behavior known to others in one’s household. 
Finally, a fourth group of households received a simi-
lar mailing in which the message included a display of 
the turnout history of not only those who reside in 
the household, but also that of their neighbors. This 
mailing also reported that one’s neighbors received a 
similar mailing, and that the recipient and his or her 
neighbors would receive a follow- up letter after the 
election to show who in the neighborhood had voted 
and who had failed to vote. This condition tested the 
effect of having one’s voting behavior known to oth-
ers in one’s neighborhood, in addition to one’s own 
household. Altogether, this study examined the effect 
of varying degrees of accountability induced by a sin-
gle mail piece on citizen’s voting behavior.

Results indicated a dramatic impact of the social 
accountability manipulation on turnout: the condi-
tion that induced the greatest level of social account-
ability (in which one’s neighborhood was involved) 
resulted in an astonishing 6.3 percentage point in-
crease in turnout compared to the mailing that used 
the standard encouragement to vote message. This 
study demonstrates that a normally impersonal and 
ineffective GOTV channel (direct mail) can be used 
to deliver a highly personalized message that strongly 
impacts turnout. To put this in context, a standard 
GOTV mailing has around a 0– 2 percentage point 
impact on turnout (Green and Gerber, 2008).

Social: Voting Is Influenced by Affiliative and 
Belonging Needs

The second facet of our conceptual model of voting as 
dynamic social expression is that it is a fundamentally 
social act. People are strongly motivated to maintain 
feelings of belonging with others and to affiliate with 
others (Baumeister and Leary, 1995). Failure to meet 
these needs can have consequences for health (Kiecolt- 
Glaser et al., 1984; Lynch, 1979), and well- being 
(Lyubomirsky, Sheldon, and Schkade, 2005; Myers, 
1992). The insight that voting can partly satisfy these 
social needs can generate a number of GOTV content 
strategies. We have already mentioned the effective-
ness of manipulating social accountability concerning 
whether or not a person casts a vote. Other GOTV 
strategies that can increase turnout by serving social 
needs could involve encouraging people to go to their 
polling place in groups (i.e., a buddy system), hosting 
after- voting parties on election day, or encouraging 
people to talk about voting with their friends, to name 
a few. In this section we will describe behavioral re-
search that explores some GOTV strategies motivated 
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by the insight that people are concerned for others 
and that they tend to behave in ways that are consis-
tent with social expectations of appropriate behavior.

tending to one’s own: Voting for the Sake of others

Social identity theory posits that people spontaneously 
classify themselves and others into groups. People de-
rive self- esteem from their membership with groups, 
even if those groups are arbitrary or ad hoc (Tajfel, 
1982). Once people identify with an in- group, they 
are willing to incur a cost to help other members of 
their group. For instance, one study looked at peo-
ple’s willingness to give up money for the sake of a 
member of one’s group in a dictator game, a strate-
gic interaction in which one player (the “dictator”) is 
asked to allocate a fixed amount of money between 
herself and another participant (Forsythe et al., 1994). 
Typically, studies of the dictator game have found that 
the average allocation of money from the dictator to 
anonymous others ranges from 10% to 52%, despite 
the fact that the rational solution is for the dictator to 
keep all of the money for himself (Camerer, 2003). 
Interestingly, Fowler and Kam, 2007 (see also Edlin, 
Gelman, and Kaplan, 2007; Fowler and Kam, 2006; 
Jankowski, 2002) found that people allocated more 
money to an anonymous participant who shared their 
political party identification than to an anonymous 
participant who had a different party identification.

Incorporating the welfare of others into why people  
vote can have several implications for stimulating turn-
out. In particular, messages that emphasize the im-
portance of the issues at stake in the election for other  
favored citizens (e.g., one’s neighbors, friends, or 
family) may motivate citizens to vote. Although this 
approach may seem obvious, it has not been used sys-
tematically in GOTV messaging and has not yet been 
studied carefully in controlled field experiments.

Following the herd: Descriptive Social norms

The basic need for belonging can influence people 
to behave in ways that are consistent with how they 
expect others to behave. This expectation is referred 
to as a descriptive social norm. Research by Cialdini 
and colleagues has found that people tend to conform 
to descriptive social norms, particularly when people 
feel uncertain about what kind of behavior is appro-
priate (Cialdini, 2003; Cialdini, Reno, and Kallgren, 
1990; Reno, Cialdini, and Kallgren 1993). Note that 
the motivation to conform may be strong even if the 
descriptive social norm violates how others believe a 
person should behave (i.e., the prevailing injunctive 
norm). This research suggests that including descrip-
tive social norms in persuasive appeals when actual be-

havior runs counter to a community’s desired behav-
ior can have perverse effects (Cialdini et al., 2006). If 
a descriptive social norm does not reflect a desired be-
havior (e.g., “The park is actually full of litter . . .”), 
then highlighting the descriptive social norm, even if 
to contrast it with the desired behavior (e.g., “. . . so 
please do not litter”), can actually impair the effec-
tiveness of the appeal (Cialdini et al., 2006; Cialdini, 
Reno, and Kallgren 1990, experiment 1;). This is be-
cause in addition to saying “one should not litter,” 
the message also says “many people do litter.” Studies 
have demonstrated the strong influence of descriptive 
social norms on behavior in a variety of real- world 
situations, including littering (Cialdini, Reno, and 
Kallgren, 1990), recycling (Cialdini, 2003), binge 
drinking on college campuses (Mattern and Neigh-
bors, 2004), stealing (Cialdini et al., 2006), and towel 
reuse in hotels (Goldstein, Cialdini, and Griskevicius, 
2008).

Political campaigns often use descriptive social 
norms in GOTV content, but they sometimes do so 
in detrimental ways. For example, in the final days 
before the 2004 U.S. presidential election, when 
candidate John Kerry spoke to a group of women in 
Milwaukee, he referred to the “roughly 38 million 
women who didn’t vote in 2000.” We surmise that 
this approach is common among political profession-
als because they are not aware of the power of descrip-
tive social norms. A survey of self- identified experts in 
GOTV confirms this suspicion: 43% reported believ-
ing that a message emphasizing that “turnout among 
the young is relatively low and/or decreasing” would 
be more effective in motivating turnout than another 
emphasizing that “turnout among the young is rela-
tively high and/or increasing” (Rogers, 2005).

Although research from social psychology suggests 
that emphasizing high turnout will be more motivat-
ing than emphasizing low turnout, there are reasons 
why one might suspect this will not be the case in 
the context of voting. In particular, the higher the 
turnout is for a given election, the less likely any one 
person’s vote will affect the outcome (Downs, 1957). 
Even if a voter were concerned with not only which 
candidates and issues prevail but also the margin of 
victory (e.g., to increase the mandate for the favored 
candidate or issue; see Light, 1999), a vote cast in a 
low- turnout election will be of greater political im-
portance than a vote cast in a high- turnout election.

Recent research by Gerber and Rogers (2009) has 
examined the impact of descriptive social norms in 
two field experiments during statewide gubernato-
rial elections in New Jersey and California. Each ex-
periment had the same general structure. Participants 
were called by a professional GOTV phone bank dur-
ing the three days before the election and strongly en-
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couraged to vote. Half of participants heard a message 
that used true statistics about turnout in elections over 
the previous twenty years to emphasize that turnout 
would be high in the upcoming election. These par-
ticipants heard statements such as “In the last elec-
tion [in CA or NJ] X million citizens VOTED.” The 
remaining participants heard a message that used true 
statistics about turnout in elections over the previ-
ous twenty years to emphasize that turnout would 
be low in the upcoming election. These participants 
heard statements such as “In the last election [in CA 
or NJ] X million citizens FAILED TO vote.” At the 
end of all messages, the strength of participants’ mo-
tivation to vote in the upcoming election was elicited. 
Both studies showed that the motivation to vote sig-
nificantly increased when participants heard a message 
that emphasized high expected turnout as opposed 
to low expected turnout. For example, in the New 
Jersey study, 77% of the participants who heard the 
high- turnout script reported being “absolutely cer-
tain” they would vote, compared to 71% of those who 
heard the low- turnout script. This research also found 
that moderate and infrequent voters were strongly af-
fected by the turnout information, whereas frequent 
voters were unaffected by the information.

Identity: Voting as an Expression of Identity

The final facet of our account of voting as dynamic 
social expression is that citizens can derive value from 
voting through what the act displays about their iden-
tities. People are willing to go to great lengths, and 
pay great costs, to express that they are a particular 
kind of person. Consumer research has shown, for ex-
ample, that brands that people purchase tend to be 
viewed as an extension of their identities (Belk, 1988; 
Fournier, 1998). Similarly, social identity research has 
shown that people are motivated to behave in ways 
that are consistent with behavior of in- groups with 
which they most strongly identify and that doing 
so boosts their self- esteem (Tajfel, 1982). They also 
strive to be seen by others as they see themselves 
(Swann and Read, 1981). Moreover, people experi-
ence dissonance when their behavior contradicts their 
beliefs; behaving in ways that are consistent with 
one’s self- views can avoid this aversive state of disso-
nance (Festinger, 1964). For all of these reasons, the 
candidate or party for whom one votes and the very 
act of voting may serve important signaling functions 
to oneself and to others.

Conceiving of voting as an act of self- expression 
suggests at least three approaches to increasing voter 
turnout. First, one can influence how a citizen con-
strues what it means to vote. Casting a vote could 

be framed as meaning anything from “I care about 
this election outcome” to “I care about my family’s 
future and setting a good example for them” to “I 
care about my society and fulfilling my civic duty.” 
GOTV content that emphasizes a meaning that is 
more highly valued by voters should be more effec-
tive at mobilizing voting.

A second way to increase the expressive value of 
voting is to increase the extent to which a citizen’s 
voting behavior will be observed by other members of 
one’s in- group. Recall the study mentioned in “Dy-
namic: Voting Is Affected by Events before and after  
the Decision” that found that voter turnout was in-
creased by the threat to publicize a citizen’s voting rec-
ord after the upcoming election (Gerber, Green, and 
Larimer, 2008). In that section we highlighted the 
motivational power of the shame of nonvoting being 
exposed publicly. We also suspect that part of the mo-
tivational power of this intervention derives from the 
pride of having one’s successful voting being publicly 
recognized. Such pride in voting can also be engen-
dered in several other ways; for example, by providing 
to those who cast a vote stickers that say “I voted!” or 
by posting voting records in public places.

The third means of changing the expressive value 
citizens derive from voting is to influence the extent 
to which the act of voting expresses a desired identity. 
We will focus on this approach as we review research 
on three tactics shown to affect people’s behavior by 
changing how they see themselves, and we will discuss 
how each might be employed in the GOTV context.

initiating the “Voter identity”: Foot- in- the- Door

One common tactic that influences behavior by en-
gaging a target’s identity is the so- called foot- in- the- 
door technique. This tactic involves asking a person 
to accede to a relatively small request in order to in-
crease the likelihood that he or she will agree to a 
larger request in a related domain in the future. For 
instance, in one classic study, this technique was used 
to increase the percentage of people willing to post a 
large, crudely written sign on their front lawns that 
read “DRIVE CAREFULLY” (Freedman and Fraser, 
1966). Half of participants were asked by a stranger 
who came to their homes if they would be willing 
to display the sign. Only 17% agreed. The other half 
of participants had been approached by a different 
stranger two weeks earlier and asked if they would 
place a small, three- inch sign in their window or car 
that read “Be a safe driver.” Nearly all agreed to this 
first minimal request. However, when these people 
were asked to post the large, crudely written bill-
board in their lawns, an astonishing 76% agreed. This 
surprising effect arose because participants who first 
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agreed to post the three- inch sign came to see them-
selves over the course of the two intervening weeks 
as “the kind of people who care about safe driving.” 
The increased willingness to acquiesce to the subse-
quent bigger request (e.g., posting the large billboard 
in their lawns) has been interpreted as resulting from a 
change in the targets’ perceptions of themselves.

In order for the foot- in- the- door technique to 
increase a behavior, several conditions must be met 
(Burger, 1999). First, people must interpret their 
original small behavior as having been of their own 
choosing and as not having been motivated by some 
other extrinsic reward (Festinger and Carlsmith, 
1959). Second, the more often people are reminded of 
their original small behavior, the more effective it will 
be in influencing their self- perceptions (Hansen and 
Robinson, 1980). At the same time, however, there 
is a danger of making the first request so large that a 
person can decide that having performed it, she has 
“done enough” (Cann, Sherman, and Elkes, 1975; 
Snyder and Cunningham, 1975), especially if the first 
request was made by the same requester immediately 
before the second request (Chartrand, Pinckert, and 
Burger, 1999). Third, the first request must elicit a 
high percentage of acquiescence. Just as when people 
agree to a small behavior they become more likely to 
later agree to a larger behavior, if people do not agree 
to the first request, they may become less likely to later 
agree to a larger behavior.4

The foot- in- the- door method could be used in 
GOTV strategy by asking citizens to comply with a 
small request relevant to voting prior to election day. 
This could include wearing pins on their shirts, put-
ting bumper stickers on their cars, or volunteering a 
small amount of time or money to a campaign. Thus 
far, use of the foot- in- the- door technique has not yet 
been well studied in the context of GOTV. However, 
one study attests to the power of such initial requests 
on subsequent voting: citizens who would not have 
voted in an odd- year local election but were induced 
to do so in a GOTV canvass experiment were almost 
60% more likely to vote in the subsequent election the 
following year compared to citizens who were not in-
duced to vote in the odd- year local election (Gerber, 
Green, and Shachar, 2003).

Voting as a Self- Fulfilling Prophecy: identity labeling

Identity labeling entails explicitly reinforcing a facet 
of a person’s real or ideal self that is associated by 
the desired behavior. This could be a group identity 
(i.e., an American citizen) or a more personal self- 
categorization (i.e., the kind of person who cares 
about America) (Turner et al., 1987). For example, 
one study looked at the effect of creating and rein-

forcing in fifth- grade students the social identity that 
they were members of a litter- free classroom. The re-
searchers reinforced this identity over the course of 
eight days. One example of how this was done is that 
on the fifth day a sign was posted in the room reading 
“We are [Mrs.] Andersen’s Litter- Conscious Class.” 
This social- identity reinforcement more than tripled 
the percentage of litter discarded in the wastebasket 
relative to that of a control classroom (Miller, Brick-
man, and Bolen, 1975). The treatment was also more 
than twice as effective as repeatedly asking a different 
set of students over a similar eight- day period not to 
litter.

The identity- labeling tactic could be factored into 
GOTV content in a variety of ways. One method 
would be to reinforce and make salient an identity 
that a person already likely possesses that would 
encourage her to vote. For example, one could de-
velop a message that emphasizes a target’s identity as 
an American, as a parent or grandparent, as an en-
vironmentalist, as a soldier, etc. This method would 
entail selectively reinforcing the preexisting identity 
that is most likely to induce the pro- social behavior 
of voting.

Another method would be to induce an identity 
that may not already exist but that is plausible. A com-
mon method used to do so in past research is to ask 
participants to complete a survey that is ostensibly in-
tended to assess the degree to which the participants 
possess some characteristic. After completing the in-
strument the experimenter provides (false) feedback 
using a label that allegedly derives from participants’ 
responses. A study in 1978 used this method to deter-
mine how potent identity labeling could be in voter 
mobilization (Tybout and Yalch, 1980). Experiment-
ers asked participants to complete a fifteen- minute 
survey that related to an election that was to occur 
the following week. After completing the survey, 
the experimenter reviewed the results and reported 
to participants what their responses indicated. Par-
ticipants were, in fact, randomly assigned to one of 
two conditions. Participants in the first condition 
were labeled as being “above- average citizen[s]  .  .  . 
who [are] very likely to vote,” whereas participants 
in the second condition were labeled as being “aver-
age citizen[s] . . . with an average likelihood of vot-
ing.” Participants were also given an assessment sheet 
corresponding to their labels. These identity labels 
proved to have substantial impact on turnout, with 
87% of “above average” participants voting versus 
75% of “average” participants voting.

While this study provides insight into the potential 
of identity labeling for GOTV content, it must be in-
terpreted with caution for several reasons. First, this 
study relied on a small sample size (N = 162) and has 
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not yet been replicated. Second, the study was con-
ducted more than two decades ago, so the contempo-
rary political environment may result in participants 
responding differently to such a design. Third, the 
fact that the average turnout across conditions was 
so high (81%) indicates that the population used in 
the study was prone to voting in the first place. This 
meant that the “above average” label was probably 
credible to those who received it. Such a label would 
likely not be credible when delivered to members of 
a population who rarely, or never, vote. In order for 
an identity label to be effective, it must be credible to 
its recipient (Allen, 1982; Tybout and Yalch, 1980).

The identity- labeling method used in this study 
is also ethically dubious because it depends upon de-
livering false or misleading feedback to participants. 
However, this technique could be ethically applied in 
a variety of ways, the simplest of which is to merely 
assert that a target citizen is the kind of person who 
values his or her right to vote. How best to use iden-
tity labeling to increase turnout is a promising avenue 
for future research. A first- order question is, Through 
what mode of GOTV contact can identity labeling 
have an impact? These include direct- mail pieces, 
television, radio, and billboard advertising, speeches, 
and all direct contact with potential voters (e.g., can-
vassing, rallies, etc.). While we surmise that the more 
personal and interactive modes of GOTV contact will 
enable the strongest identity- labeling treatments, it 
is not inconceivable that vivid mail or TV messages 
could be highly effective as well.

Seeing oneself Voting: Visual Perspective

A third tactic for changing behavior by affecting how 
people see themselves involves using a visualization 
technique. Illustrations of this tactic build off classic 
research showing that actors and observers tend to 
have different explanations for behaviors. Whereas 
observers are prone to attributing a behavior they 
witness (i.e., a person tripping over a rock) to dis-
positional characteristics (i.e., the person is clumsy), 
actors tend to attribute the same behavior to situ-
ational factors (i.e., the trail was treacherous) (Gil-
bert and Malone, 1995; Jones and Nisbett, 1971). 
More recently, studies have found that when people 
are induced to recall their own past behavior from 
an observer’s perspective, it increases their tendency 
to attribute their behavior to their own disposition, 
relative to when they are induced to recall their own 
past behavior from a first- person perspective (Libby, 
Eibach, and Gilovich, 2005).

In a recent study exploring how visual perspective 
can affect voting, Ohio college students were guided 
through a one- minute visualization that entailed 

picturing themselves entering the voting booth and 
casting a vote. This visualization took place on the 
night before the 2004 U.S. presidential election. One 
group of participants were guided to picture them-
selves from the third- person perspective, and another 
group of participants were guided to picture them-
selves from the first- person perspective. Three weeks 
after the election, the participants reported whether or 
not they had voted in the election: 90% of those who 
had been guided to visualize themselves voting from 
the third- person perspective reported having voted, 
whereas only 72% of those who had been guided to 
visualize themselves voting from the first- person per-
spective reported having voted. Moreover, the differ-
ence in reported turnout was statistically mediated 
by the extent to which participants reported seeing 
themselves as the kind of people who vote. Although 
this study had a small sample size (N = 90) and mea-
sured self- reported behavior rather than actual voting 
behavior, the tactic merits follow- up research. Like 
the previous two tactics for leveraging voting as an 
expression of identity, this one suggests a potentially 
powerful tool for stimulating turnout.

Summary and Conclusion

In this chapter we have observed that one challenge to 
traditional accounts of voting as a static, self- interested 
and quasi- rational decision is that voter mobiliza-
tion efforts are more successful when communicated 
through more personal media. We have advanced an 
alternative account of voting as dynamic social expres-
sion. In motivating each facet of this reconceptualiza-
tion we have drawn on behavioral research that has 
not been traditionally cited in the GOTV literature. 
Note that the three facets we discuss (dynamic, social, 
and expression of identity) are somewhat overlap-
ping categories; for example, the social accountability 
intervention that we cited above relies on all three:  
(1) it works because people consider a consequence 
long after the decision to vote that has nothing to do 
with the election outcome (i.e., it is dynamic); (2) it 
works because people care how their neighbors view 
them (i.e., it is social); and (3) it works because people 
wish to see themselves as good citizens (i.e., it entails 
an expression of identity).

Of course, traditional models could be extended 
to accommodate these factors. For example, the posi-
tive influence on voting of articulating implementa-
tion intentions could be modeled as a reduction in 
the cognitive costs of voting. Similarly, satisfying af-
filiation needs by casting a vote could be modeled as 
a consumption benefit of voting. However, we assert 
that the power of our new conceptual model is that 
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it is theoretically generative: it makes explicit a set of 
new variables that have been found to empirically in-
fluence behavior (and often voting itself ) that do not 
naturally follow from the traditional model of voting 
as a static self- interested decision.

We also wish to underscore the fact that not all cit-
izens will respond equally to each of the behavioral in-
terventions mentioned in this chapter; naturally, some 
people are more susceptible to some types of influence 
than others. In recent years GOTV professionals have 
found it effective to tailor “microtargeted” messages 
that highlight particular issues to specific individuals 
based on their consumption habits and demographic  
characteristics (Fournier, Sosnik, and Dowd, 2006; 
Gertner, 2004). Likewise, we suspect that the effec-
tiveness of particular kinds of behavioral appeals might 
be predicted from observable demographic variables. 
For example, as was discussed above, Gerber and Rog-
ers (2009) found that though infrequent and occa-
sional voters were highly affected by whether or not 
expected turnout would be high or low, frequent vot-
ers were unaffected in either direction. This result sug-
gests that GOTV content involving descriptive social 
norms should be targeted at voters who are expected 
to be moderately likely or unlikely to vote. Similarly, 
the study looking at the effect of self- prediction on 
subsequent voting (Smith, Gerber, and Orlich, 2003) 
suggested that this same subgroup of citizens might 
be most susceptible to self- prediction and commit-
ment effects.5

Another example of a psychographic characteristic 
that could prove promising for microtargeting GOTV 
content is a person’s propensity to self- monitor (Gan-
gestad and Snyder, 2000; Snyder, 1974). Highly self- 
monitoring persons are especially concerned with how 
others see them. This characteristic has been shown to 
be positively related to how much people change their 
behavior when they are made aware that others will 
know how they behave in a given situation (Lerner 
and Tetlock, 1999; Snyder, 1974). High self- monitors 
tend to conform to what they believe they “should” 
do when they are aware that others will know about 
their behavior. One could imagine that the account-
ability intervention reported by Gerber, Green, and 
Larimer (2008) could be especially effective on citi-
zens who are high self- monitors and relatively ineffec-
tive on citizens who are low self- monitors. Further 
research might test these predictions.

In this chapter we have explored several ways that 
the three facets of our account of why people vote 
could be incorporated into GOTV strategy. The three 
facets are summarized in Table 5.1, with relevant 
areas of behavioral research for each facet, as well as 
the major GOTV tactics that follow from each area 
of research. We believe that our approach has both 

practical and theoretical value. Practically, most of 
the behavioral principles that we cite have not yet 
been widely recognized by practitioners and policy 
makers. Although some current best practices im-
plicitly leverage some of these theories, innovations 
in GOTV strategy are not systematically guided by 
these insights. We hope that providing a limited set of 
scientifically grounded behavioral principles to voter 
mobilization experts will help them devise more effec-
tive GOTV methods. At the same time, we hope that 
policy makers who are interested in increasing voter 
participation find this framework useful. For example, 
policy makers may publish the names of those who do 
and do not vote as regular practice or leverage other 
public services around election time to facilitate vote 
plan- making, or incorporate social- norm informa-
tion into ballot guidebooks that are mailed to citi-
zens before elections. It is worth noting that whereas 
more personal modes of GOTV contact tend to be 
more costly than less personal modes, more effective 
GOTV messages are generally no more costly than 
less effective messages, suggesting that using some 

Table 5.1 Implications of voting as dynamic social behavior

implication Behavioral 
research

recommended 
gotV tactic

Dynamic: voting 
affected by events 
before and after 
decision

Self- prediction 
and commitment

Elicit vote intention 
(especially public 
commitments)

Implementation 
intentions

Ask how, when, 
where, about voting

Social pressure 
and accountability

Make voting records 
publicly accessible

Social: voting  
influenced by  
affiliative and 
belonging needs

Social identity Emphasize benefits 
to favored others 
(in- group members)

Descriptive social 
norms

Emphasize high 
expected turnout

Expression: voting 
as an expression  
of identity

Self- perception, 
social identity

Label, or make 
salient, a (social) 
identity that  
encourages voting

Cognitive  
dissonance

Facilitate small 
steps, foot- in- the- 
door

Correspondence 
bias

Facilitate picture of 
oneself voting from 
the third- person 
perspective
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of the above behavioral principles in GOTV efforts 
could result in costless increases in impact.

Theoretically, by testing the behavioral principles 
discussed in this section in the GOTV context we 
might better understand the roles that each of these 
variables play in citizens’ decisions to participate in 
democratic elections. In addition to expanding our 
understanding of why people vote, testing these be-
havioral principles in the GOTV context can also pro-
vide opportunities to learn more about the modera-
tors and mediators of behavioral phenomena and also 
provide insight into how these phenomena interact. 
To cite one example, the discovery by Gerber and 
Rogers (2009) that some subgroups appear to be un-
affected by descriptive social norms whereas others are 
very much affected by them provides not only a novel 
practical insight but also a novel theoretical insight 
into the study of descriptive social norms and suggests 
a direction for continuing theoretical research.

Communications around voter mobilization are 
just one type of political communication. Others in-
clude policy communications, campaign persuasion, 
candidate debates, and fund- raising communications, 
to name a few. The behavioral insights described in 
this chapter— as well as others not described herein— 
probably also apply to these areas. This exploration of 
why people vote illustrates some potential synergy be-
tween behavioral research and field experimentation. 
A more realistic behavioral model of individual behav-
ior can generate new approaches for more effectively 
influencing voters. Moreover, field research that sys-
tematically investigates these behavioral principles can 
generate new insights for enriching theoretical mod-
els of human behavior. For these reasons, we foresee 
behavioral approaches playing an increasingly promi-
nent role in research on political communications and 
on best practices among political professionals.

Notes

1. There are several reasons why enhancing voter turnout 
is a socially desirable objective. First, because elected officials 
have an incentive to represent the interests of the individu-
als they expect to vote in future elections, maximizing par-
ticipation results in broadening the constituency that holds 
government accountable and to which government must be 
responsive. Second, when people vote they tend to see them-
selves as more civically engaged and thus may be more likely 
to engage in other civic activities (Finkel, 1985; Gerber, 
Green, and Shachar, 2003). Third, higher turnout increases 
the perceived legitimacy of an elected government, which 
increases the perceived legitimacy of the laws it enforces. 
Additionally, stimulating turnout in a given election encour-
ages habitual voting behavior; inducing voting in the present 

election increases the likelihood of continued voting in the 
future (Gerber, Green and Shachar, 2003). To the extent 
that we accept that greater turnout is socially desirable, this 
means that successful GOTV has beneficial intermediate- 
term consequences in addition to immediate ones.

2. In light of more recent studies demonstrating a large 
effect for communications with striking messages (see the 
sections “Dynamic,” “Social,” and “Identity”), this conclu-
sion is softened somewhat in their subsequent reviews of the 
literature to “subtle variations” have little effect (Green and 
Gerber, 2008, p. 70).

3. Estimating the cost per net vote generated requires 
estimating the cost per contact. Since these estimates vary 
widely, there is no universal answer to the question of how 
much it costs to generate a single new vote. For more infor-
mation on this topic, see Green and Gerber (2008).

4. That said, if one makes a first, extreme request that is 
rejected and is immediately followed by a second, smaller re-
quest, this can increase compliance to the second request be-
cause the target may feel compelled to reciprocate the con-
cession made by the requester (e.g., Cialdini et al., 1975).

5. This is consistent with a recent meta- analysis of four-
teen GOTV canvassing experiments. It found that mobiliza-
tion efforts affect citizens whose past vote history suggests 
they were on the cusp of whether or not to turn out in a 
given election; that is, they have a moderate probability of 
voting in a given election (Arceneaux and Nickerson, 2009).
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Chapter 6

Perspectives on Disagreement and 
Dispute Resolution
Lessons from the Lab and the Real World

Lee Ross

Public policy generally results from discussions and ne-
gotiation between parties who disagree— discussions 
and negotiations that can either exacerbate or attenu-
ate ill will. This chapter explores some of the processes 
that add hostility and distrust to policy disagreements, 
sentiments that make conflicts between antagonists 
more difficult to resolve. But other barriers make 
their influence felt as well (Mnookin and Ross, 1995). 
Deception, intransigence, and other tactics often im-
pede the achievement of efficient agreements; politi-
cal considerations and agency problems can also play a 
role. The barriers to be discussed in detail here, how-
ever, are ones that arise from psychological processes 
and biases.

The initial part of the chapter begins with a brief 
discussion of the role of subjective interpretation in 
leading individuals and groups to see things differ-
ently, to favor different policies, or to work toward 
different changes in the status quo. But the major 
focus of this section of the chapter is on an epistemic 
stance, termed “naive realism” (Ross and Ward, 
1995, 1996; see also earlier work by Griffin and Ross, 
1991; Ichheiser 1949, 1970), that is, the conviction 
that one sees and considers issues and events in an ob-
jective and essentially unmediated fashion. This con-
viction adds rancor to disagreement insofar as it leads 
opposing partisans to feel that other reasonable peo-
ple ought to share their views, and hence that those 
who view things differently are unreasonable— in par-
ticular, that those on the “other side” are displaying 
self- serving biases and other sources of distortion to 
which they and those sharing their views are relatively 
immune.

Naive convictions about the status of one’s own 
versus other’s perceptions and judgments make pro-
ductive discussions and negotiations more difficult, 
but various cognitive and motivational processes, 
most of which are familiar to social psychologists and 
to researchers in the judgment and decision- making 

tradition, create additional barriers. These barriers, es-
pecially the reactive devaluation of proposals put on 
the table by the other side, are discussed in the second 
part of this chapter.

The final part of the chapter deals with strategies 
and tactics for overcoming barriers to agreement. 
Theory and research of the sort that are normally re-
ported in academic journals are reviewed, but I also 
will take this opportunity to reflect on insights offered 
by my own “real world” experiences and those of my 
colleagues at the Stanford Center on International 
Conflict and Negotiation (SCICN). These experi-
ences, gained in efforts at second- track diplomacy, in-
tercommunity dialogue, and other “public peace pro-
cesses” (Kelman 2001; Saunders, 1999) in Northern 
Ireland and the Middle East, have served both to un-
derscore the importance of the theory and research 
reviewed here and to offer directions for further 
investigation.

Divergent Views and Perceptions of Bias

Conflict arises when parties disagree about a future 
course of action. Such disagreement reflects differ-
ences in interests, values, priorities, and expectations. 
But not all disputes lead to conflict. Moreover, some 
conflicts are harsher, more intractable, and costlier 
than others. To appreciate the relationship between 
disagreement and enmity, it is important to note that 
disputing parties do more than simply calculate their 
interests and adopt strategies for forwarding those in-
terests. They observe and interpret each other’s words 
and deeds. They make predictions about what ought 
to and what will happen, and they have affective reac-
tions to what they observe, hear, and anticipate.

One of social psychology’s most enduring con-
tributions to the understanding of disagreement 
has been to highlight the importance of subjective 
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interpretation. Long ago, Solomon Asch (1952) cau-
tioned us that differences in judgment might reflect 
differences not in values or preferences, but rather in 
the way the “objects of judgments” are being per-
ceived or construed by the relevant individuals. In a 
paper that helped to launch the cognitive revolution 
in psychology, Jerome Bruner (1957) observed that 
people go “beyond the information given.” They fill 
in details of context and content, they infer linkages 
between events, and they use their existing dynamic 
scripts or schemes or adopt new ones to give events 
coherence and meaning. (See Nisbett and Ross, 1980; 
also, Fiske and Taylor, 1984, 2008).

Successful politicians have long recognized that 
success in public policy debates depends in part on 
controlling the way in which the relevant issues are 
construed. In the midst of the Depression, Franklin 
Roosevelt and his New Deal lieutenants anticipated 
that the proposed new program of intergeneration 
income transfer, which we now know today as the 
social security system, would be characterized by op-
ponents as an ill- advised venture in welfare or, worse, 
socialism. Accordingly, the plan to deduct a portion 
of each worker’s income to fund the new system was 
portrayed as a kind of personal savings or pension 
plan. The image put forward was one of a steadily 
accumulating nest egg to be tapped in one’s golden 
years, with an accompanying insurance policy to pro-
vide continuing income if unanticipated misfortune 
struck. Not coincidentally, there was no explicit ac-
knowledgment that the first generation of beneficia-
ries of this plan would receive much more from the 
plan than they contributed; nor was it suggested that 
subsequent generations of workers might be obliged 
to pay more and receive a less generous return. The 
truth, of course, was that there were no gradually ac-
cumulating individual accounts. There was only the 
government’s promise to meet financial obligations as 
they arose.

In the years following, the debate about the so-
cial security system has become increasingly heated. 
Critics complain that having today’s worker support 
retirees who paid relatively little constitutes a kind of 
pyramid scheme, one that is bound to collapse when 
not enough new “suckers” can be persuaded to pour 
in fresh money. A more objective characterization than 
that offered by either the New Deal proponents or 
the later conservative critics, of course, is that the fed-
eral government is simply taxing current wage earners 
and providing benefits to retired or disabled workers 
(and, after the workers’ deaths, to their dependents) 
in fulfillment of the same kind of social contract to be 
found in virtually every industrialized country in the 
world. The system is in little danger of “collapsing” 
unless the government itself goes bankrupt; although, 
over the long haul, total government expenditures, of 

all sorts, including social security payouts, will have 
to be balanced (or nearly so) by the total government 
revenues.

The political battle to manipulate construals and 
thereby win support or marshal opposition to par-
ticular public policies goes on constantly. Depending 
on the views and interests of those controlling the 
media, we hear references to “illegal aliens” versus 
“undocumented workers,” to “terrorists” versus “in-
surgents,” to “democracy building” versus “putting 
of our troops in the middle of a civil war.” As George 
Orwell warned so chillingly in 1984, those who have 
the capacity to control language and media, and thus 
to control the schemas we utilize in considering poli-
cies and events, enjoy the power to control political 
attitudes and behavior.

Three decades ago, investigators in cognitive and 
social psychology showed that increasing the saliency 
of particular schemas and knowledge structures 
can influence the respondents’ behavioral choices 
(Gilovich, 1981; Higgins, Rholes, and Jones, 1977). 
Ever more sophisticated and compelling demonstra-
tions of “priming effects” on social and political pref-
erences and of overt behavior are provided today in 
a number of laboratories. For example, Bryan et al. 
(2009) showed that support for liberal versus conser-
vative policies among college students could be ma-
nipulated through a prior priming task that called for 
them to describe the role either that “good fortune 
and the help of others” or “hard work and good deci-
sion making” had played in helping them win admis-
sion to Stanford University.

Rather than digress here to review the empirical 
demonstrations that social psychologists in successive 
generations have offered in hoisting the subjectivist 
banner, let me merely offer two assertions: The first 
and more obvious assertion is simply that differences 
in subjective interpretation matter, that they have a 
profound impact in the conduct of everyday social 
affairs. The second and less obvious assertion is that 
social perceivers characteristically make insufficient 
allowance for such impact in the inferences and pre-
dictions they make about other individuals. In the 
particular case of opposing partisans who look at the 
facts and history of events relevant to their conflict, 
both are apt to find additional support for their pre-
existing views. As a result, the two sides are apt to 
become more, instead of less, polarized in their senti-
ments and beliefs as a consequence of their involve-
ment in the debate and to respond negatively when 
they hear the other side characterize the “facts” in 
question.

Lord, Ross, and Lepper (1979) explored the 
consequences of such biased assimilation in the re-
sponses of death- penalty proponents and opponents 
to the purported mixed results of a pair of studies 
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that employed differing methodologies (i.e., con-
trasting homicide rates in adjacent death- penalty and 
no- death- penalty states and contrasting rates before 
and after changes in statutes permitting or ending 
executions). Although the investigators employed a 
carefully balanced design that matched positive and 
negative findings equally often with each of the dif-
ferent methodologies, both sides proceeded to accept 
uncritically the results of the study supporting their 
position and to identify obvious flaws in the study op-
posing their position— and thus, as predicted, to be-
come further polarized in their views as they assimi-
lated the relevant findings.

While participants in the Lord, Ross, and Lepper 
study were not asked to make attributions about the 
assessments of the relevant research by those on the 
other side of the capital punishment debate, it is not 
difficult to imagine that it would be less than chari-
table. One can expect similar assimilation biases to 
operate, and even more negative attributions to be 
offered, in the context of other conflictual issues in 
which not only the interpretation of facts, but the 
facts themselves are in dispute. Partisans on both sides 
can be expected to characterize those on the other 
side— especially those who claim to derive support for 
their position from an “objective” reading of the his-
torical facts and other evidence— as either dishonest 
or deluded. Indeed, this scenario for biased assimila-
tion, imputations of bias, and other hostile attribu-
tions in the context of ongoing conflict anticipates the 
discussion of naive realism to follow.

Convictions of the Naive realist

When people, whether laypeople or sophisticated 
policy makers, confront political issues and actors, 
they are apt to do so with a confidence rooted in the 
conviction that a one- to- one relationship exists be-
tween their personal perception of the external objects 
and events and the “real” nature of the objects and 
events themselves. Expressed in first- person terms, my 
basic conviction as a naive realist is that I see enti-
ties and events as they are in objective reality, that my 
basic perceptions and the attitudes, preferences, sen-
timents, and priorities that arise from those percep-
tions reflect a relatively dispassionate, unbiased, and 
essentially “unmediated,” or “bottom- up,” rather 
than “top- down” apprehension of the information or 
evidence at hand.

From this conviction, it follows, therefore, that 
other rational social perceivers generally will, and in 
fact should, share not only my perceptions but also the 
opinions, judgments, priorities, and feelings that fol-
low from those perceptions— provided that they have 
access to the same information as I do and provided 

that they too have processed that information in a 
thoughtful and open- minded fashion. There is by 
now a large body of evidence for such a false consen-
sus effect (Marks and Miller, 1987; Ross, Greene and 
House, 1977); that is, people who make a given per-
sonal choice or hold a particular view tend to see that 
choice or view as more common, and less revealing 
of distinguishing personal attributes, than do people 
who make the opposite choice or hold the opposite 
view. Moreover, as Gilovich (1990) demonstrated in 
a clever series of studies, the magnitude of this effect 
proves to be a function of the degree to which the 
object of judgment to which research participants are 
responding is one that offers latitude for different in-
terpretations or “construals.”

It also follows that since I see things as they are, 
the failure of a given individual or group to share my 
views must reflect some deficiency in them, or more 
specifically, some deficiency in the process by which 
they have arrived at their wrong views. One possibility 
is that they are unable or unwilling to proceed from 
objective evidence to reasonable conclusions; in which 
case, their opinions can and should be ignored. A sec-
ond possibility is that they have not yet been exposed 
to the “real facts” or had their attention focused on 
the “real issue”; in which case, provided that they are 
reasonable and open- minded, once I expose them to 
the real facts and give them the proper perspective, 
they will see the light and come to agree with me. In 
this regard it is instructive to consider the following 
newspaper account of a meeting between President 
George W. Bush and a distinguished group of former 
cabinet members and foreign policy experts:

The president joined Gen. George Casey, the 
top American Commander in Iraq, and Zalmay 
Khalilzad, the U.S. ambassador in Baghdad, to 
give a detailed briefing on Iraq to more than 
a dozen foreign policy leaders from previous 
administrations, split nearly evenly between 
Democrat and Republican [including Colin 
Powell, Madeleine Albright, George Shultz, 
Robert McNamara, James Baker, Melvin Laird, 
William Perry, Lawrence Eagleburger, William 
Cohen, and Harold Brown]. . . . The White 
House’s hope was that the prominent figures— 
many of whom have publicly opposed Bush on 
Iraq— would be persuaded by the president’s 
argument that he has what he called a “dual- track 
strategy for victory,” and they would then spread 
the word. (USA Today, January 5, 2006)

If we take this account at face value, the presi-
dent, even in the face of events that were challeng-
ing the wisdom of his strategy and tactics, was not 
considering the possibility that the perceptions and 



Disagreement anD Dispute resolution   •   111

analyses prompting that strategy and those tactics 
were incorrect. Instead, his objective was to have 
these distinguished veterans of statecraft see things as 
he did— that is, “correctly”— so that they would get 
on board and help him answer his critics. There is a 
considerable literature on the use and misuse of advi-
sors, and in particular on the phenomenon of group-
think, whereby bad decisions are made because the 
benefits of divergent perceptions and judgments, and 
of airing doubts about potential pitfalls and ways to 
reduce risks or costs, are denied to the decision maker 
(Janis, 1972; Janis and Mann 1977). However the 
tendency to treat dialogue opportunities as an oppor-
tunity to influence, rather than learn or open oneself 
to the influence of others, is by no means unique to  
overly confident leaders. In our experience at SCICN, 
well-meaning moderates who come to dialogue 
groups and other citizen-based processes designed 
to help moderates on the two sides find common 
ground, do so intending to listen attentively to the 
views of the other side, but also to use the opportunity 
to explain how things “really” are. They hope and ex-
pect that counterparts on the other side who come in 
good faith can thereby be persuaded to change their 
views. When that hope is not realized, as is usually 
the case, the risk is that they will leave persuaded that 
their counterparts have not come in good faith or that 
they continue to be deluded.

Assuming that those on the other side of an issue 
care and are capable of following an argument and 
that they are not uninformed, a third possible expla-
nation for others’ failure to see things my way, is that 
they (unlike me and those who agree with me) are not 
being objective. The inference is that their judgments 
and the positions they are advocating have been dis-
torted by self- interest, by some pernicious ideology, 
or some other source of bias (to which I, fortunately, 
am immune). It is this explanation for disagreement 
that has been the object of most intense investiga-
tion in our own program of research, some of which 
I describe below.

The inference that others are seeing matters in an 
inaccurate, even systematically biased, manner does 
not immediately produce enmity. On the contrary, 
it may well lead the naive realist to assume that ra-
tional open- minded discourse, in which information 
and cogent arguments are freely exchanged, will lead 
to agreement (or at least to a marked narrowing of 
disagreement). Such optimism, however, generally 
proves to be short- lived. While the experience of the 
dialogue participants may be positive in many respects, 
neither side generally yields much to the other side’s 
attempts at enlightenment. The conclusion reached 
by individuals on both sides of the issue, especially 
when it is clear that those on the other side are not 

lacking in interest or intellectual capacity, is that the 
ability of those on the other side to proceed from 
facts and evidence to conclusions is being distorted 
by some combination of self- interest, defensiveness, 
mistaken ideology, or other cognitive or emotional 
biases.

Attributions involving individual or collective self 
interest are, in fact, apt to be buttressed by obser-
vation and analysis. There generally is a correlation 
between beliefs held or policies advocated and the 
individual or collective self- interest of the relevant ad-
vocates. Naive realists thus rarely find it difficult to 
detect that linkage in the policies favored by those on 
the other side of the table. What they generally lack 
is recognition that a similar correlation exists between 
their own views and their own self-interests.

Before reviewing research on attributions of bias 
in self versus others, there is one caveat to be added 
to the present account of the naive realist’s claims of 
pure objectivity. People who share a particular group 
identity, formative experience, or basis for self- interest 
often acknowledge that their views are influenced, or 
“informed,” by that source of identity. However, they 
claim that their special in- group identity is a source 
of insight and appropriate sentiments, whereas the 
in- group identity of others, particularly others hold-
ing different views, is a source, not of enlightenment, 
but of bias. This phenomenon was demonstrated in 
a simple study conducted at Cornell University in 
which Caucasian and non- Caucasian students were 
asked their views about affirmative action, and varsity 
and intramural athletes were asked about their views 
on the use of university athletic facilities— and then 
in each case, the participants were asked to assess the 
“enlightening versus distorting” influence of their 
own status versus that of the opposing interest group 
on those views (Ehrlinger, Gilovich, and Ross, 2005). 
As predicted, a group’s own identity was consistently 
seen more as a source of enlightenment and insight, 
whereas the other group’s identity was consistently 
seen as a source of self- interested distortion.

Biased perceptions and perceptions of Bias on the part 
of the “Other” Side

Emily Pronin and her colleagues (including the pres-
ent author) have explored the tendency for people to 
impute bias to people holding views different from 
their own. This work, which dealt specifically with 
perceived bias versus objectivity in judgments about 
political issues that typically divide Americans, is de-
scribed in considerable detail in Pronin’s chapter in 
this volume. The central finding in that work is that 
people see themselves as less subject to a large num-
ber of specific biases (including wishful thinking, 
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self- serving biases in interpreting data, and a variety 
of other psychological failings that both produce bad 
decisions and exacerbate conflict) than are other indi-
viduals. Furthermore, the tendency for people to see 
others as more susceptible to such biases than they 
are appears to be a linear function of the perceived 
discrepancy between their own views and the views of 
those “others” (Pronin, Gilovich, and Ross, 2004).

In an earlier and somewhat related line of work, in-
vestigators of the so- called third- person effect report 
that people exposed to persuasive communications, 
or “propaganda,” in the mass media believe that it 
will have a greater effect on others than on themselves 
(Davison, 1983; see also Paul, Salwen, and Dupagne, 
2000). Such expectations and the fears they engender 
increase support for restrictions on mass media and 
for other measures that would restrict free speech. 
Of course, those who embrace a particular message 
or regard a piece of propaganda or disinformation as 
simple truth express no such fears— they worry that 
others will not “see the light” and act accordingly.

the hostile Media (and Mediator) effect

Naive realism can be a source of negative attributions 
not only about adversaries but also about third parties 
who venture opinions about the relative merits of the 
claims made by the opposing sides. Ubiquitous claims 
of media bias by those both on the left and the right 
in American politics are a case in point. Both groups 
claim that the other side has disproportionate access 
to the airwaves and editorial pages of major newspa-
pers, and both think that the other side’s claims to 
the contrary are cynical and dishonest. Such accusa-
tions and counteraccusations can indeed be politically 
motivated. However, they are also a manifestation 
of naive realism; that is, opposing partisans in social 
policy debates are likely to share the honest convic-
tion that the media are biased against them and too 
inclined to parrot the claims of the other side and not 
do justice to the arguments on their side. Partisans 
who see issues as black or white are bound to see any 
effort at balanced media coverage— coverage that em-
phasizes both black and white or that paints issues in 
hues of gray— as biased against their side.

This implication of naive realism was tested 
in a study by Vallone, Ross, and Lepper (1985). 
Capitalizing upon the passionately held differences in 
opinion that people hold about the Arab- Israeli con-
flict, the investigators presented pro- Israeli, pro- Arab, 
and “neutral” students with excerpts from then cur-
rent television news coverage of the massacre of civil-
ians in two South Lebanon Palestinian refugee camps. 
Whereas the best informed and most knowledgeable 
of these “neutrals” rated the broadcast samples as 

relatively unbiased on the issue of Israeli responsi-
bility and complicity, the evaluations offered by the 
two groups of partisans were less charitable. On every 
measure pro- Arab and pro- Israeli viewers alike agreed 
strongly only that the other side had been favored 
by the media, that their own side had been treated 
unfairly, and that the relevant biases in reporting had 
reflected the ideologies and self- interests of those re-
sponsible for the program. (It is worth noting as an 
aside that skilled mediators recognize and take steps 
to avoid the relevant pitfalls— in particular, by not of-
fering their own views about the accuracy of respec-
tive characterizations of history, about the validity of 
claims, or especially about the nature of a fair or just 
agreement. Instead, as I will discuss in more detail 
later in this chapter, they seek to frame the negotia-
tion process in terms of finding common ground and 
arranging “efficient” trades of concession.)

There was also evidence (reminiscent of Hastorf 
and Cantril’s famous 1954 account of the divergent 
perceptions of college football partisans from differ-
ent schools in assessing the rough play of the two 
teams) that the two partisan groups, in a sense, “saw” 
different programs. Whereas viewers supportive of 
Israel claimed that a higher percentage of the specific 
facts and arguments presented had been anti- Israel 
than pro- Israeli, viewers hostile to Israel assessed that 
balance in opposite terms. Both sides, furthermore, 
believed that neutral viewers of the program would be 
swayed in a direction hostile to their side and favor-
able to the other side.

False polarization

Conflict, misunderstandings, and misattribution, as 
noted earlier, can result when individuals or groups 
fail to recognize that they have construed issues or 
events differently and thus essentially have responded 
to different objects of judgment. But naive realism 
can also play a role in leading opposing partisans to 
overestimate the divide. Once it becomes clear that 
others do not share one’s opinions and perspectives 
(especially when they persist in their erroneous views 
in the face of information and arguments that ought 
to have “enlightened” them), the likely attribution is 
one of bias and closed- mindedness. Naive realists feel 
that while their own “bottom- up” construals of issues 
and events reflect the richness, complexity, ambigu-
ity, and even contradictions of objective reality, the 
construals of those who express and persist in views 
different from their own must be “top- down” prod-
ucts of ideology and self- interest. As such, the views 
of people on the other side (but to some degree even 
those on their own side as well) are expected be more 
extreme, more ideologically consistent, and freer of 
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nuance and ambivalence than their own views. In 
short, most people on both sides of an issue, as well 
as the majority in the “middle” who see merits and 
flaws in the arguments offered by both sides, are apt 
to overestimate political polarization and to be un-
duly pessimistic about the prospects of finding com-
mon ground.

Evidence for this phenomenon was provided in a 
pair of studies by Robinson et al. (1995) that com-
pared partisan group members’ actual differences in 
construal with their assumption about such differ-
ences. One study dealt with pro- choice versus pro- 
life views relevant to the ongoing abortion rights 
debates (e.g., what kind of abortion scenario and 
considerations are common versus uncommon; also, 
what positive consequences and what negative conse-
quences would be likely to follow from a tightening 
of abortion restrictions, etc.). The second study dealt 
with liberal versus conservative construals of specific 
events in the racially charged Howard Beach incident 
in which a black teenager was fatally injured by an 
automobile while he was running away from a group 
of white pursuers (e.g., who had started and who had 
exacerbated the initial confrontation, what had been 
the intentions and motives of the various participants 
in the incidents, etc.).

As expected, both sides provided many instances of 
construal differences, but almost invariably the magni-
tude of such differences was overestimated rather than 
underestimated by the partisans. More specifically, the 
partisans overestimated the degree of ideological con-
sistency that both sides— especially the other side, but 
to some extent their own side as well— would show in 
the assumptions and construals they brought to the 
relevant issues. What is more, individual partisans in 
both studies felt that their own views were less driven 
by ideology than those of other partisans. It is worth 
noting that nonpartisan or neutral respondents in the 
study showed the same tendency to overestimate the 
extremity and ideological consistency of the partisan 
groups’ construals as the partisans did themselves. 
That is, partisans and nonpartisans alike significantly 
overestimated the “construal gap” between the two 
sides and, in a sense, underestimated the amount of 
common ground to be found in the assumptions, be-
liefs, and values shared by the relevant parties.

Informal interviews with students, incidentally, 
revealed a source of these misperceptions and over-
estimations that lay beyond naive realism. Students 
reported that they rarely acknowledged to others the 
degree of ambivalence in their political beliefs— not 
in talking to their ideological allies (lest their reso-
luteness come into doubt) and not in talking to their 
ideological adversaries (lest their concessions be ex-
ploited or misunderstood). In fact, most students 

explained that in the interest of avoiding conflict or 
being stereotyped, they generally shunned all poten-
tially contentious political discussion. By doing so, it 
should be apparent, the students also forfeited the 
opportunity to learn the true complexity (and the 
shared ambivalence) in each other’s views. The ob-
vious antidote to naive realism and its attributional 
consequences— that is, the open, sustained, sympa-
thetic sharing of views and perspectives— was rarely 
employed by the students. Ironically, in attempting to 
avoid discomfort and giving offense, many students 
failed to discover that their particular position on the 
political spectrum (i.e., that of self- labeled realistic 
liberal or compassionate conservative) was one shared 
by a great number of their peers.

apparent versus real Differences in Basic Values and 
Golden rules

Participants in political debates about issues that 
evoke strong feelings are bound to find others speak-
ing and acting in ways that seem to reflect relative 
indifference to values that they themselves hold to be 
of paramount importance. As our discussion of false 
polarization suggests, such assessments are apt to be 
unwarranted; that is, the opposing participants infer 
(or tacitly assume without much deeper thought) that 
the other side’s position reflects rejection of the values 
and standards that have dictated their own position. 
Thus advocates and opponents of universal health 
care, or of restrictive abortion laws, or of capital pun-
ishment, or of particular affirmative action policies, 
are apt to assume, often wrongly, that their adversaries 
lack compassion or reverence for life, or commitment 
to fairness, or insistence on personal responsibility, or 
some other generally shared value. What they fail to 
recognize is the extent to which their ideological op-
ponents proceed not from radically different values 
and priorities but from differing factual assumptions 
and construals, and more importantly, from very dif-
ferent perceptions concerning the links between rel-
evant perceptions, political positions, and values.

Thus death- penalty opponents and proponents 
differ in what they assume to be true about the causes 
of murder, the equity of sentencing, and the deterrent 
value of executions. And opponents and proponents 
of more restrictive abortion laws may differ in what 
they assume about the life circumstance and moral 
calculations of most women who choose abortion. 
Regardless of whether such differing assumptions 
and construals are the source of the relevant policy 
disagreements or rationalizations for positions that 
actually reflect other factors, mutual misattributions 
are likely to ensue. Each side sees their own position 
as the reasonable and ethical one and the opposite 
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position as morally and ethically, as well as pragmati-
cally, deficient.

As I noted earlier, those who hold the conviction 
that the other side has acted out of pure self- interest 
or ideological bias, and has done so with little concern 
for or appreciation of universal values, often cannot 
help but notice that other people’s views, constru-
als, assumptions, and political positions generally do 
prove to be suspiciously congruent with their over-
all ideology and their personal or group interests. 
Furthermore, those on the other side (and even those 
on one’s own side) seem disinclined to express the 
kinds of reservations and sources of ambivalence that 
accompany one’s own views. What people often fail 
to note, of course, is that the same congruence can be 
found with respect to their own assumptions, inter-
ests, and beliefs. Moreover, they fail to consider the 
extent to which other individuals— both on their own 
side and on the other side of the debate— may, like 
them, hold more ambivalent and complex views than 
they are comfortable about expressing to anyone but 
trusted intimates. Thus, when the naive realist hears 
spokespersons for the other side support their posi-
tion with appeals to universal values such as equality, 
justice, self- determination, reverence for life, or com-
passion for those victimized by the status quo, the 
appeals are seen as cynical or at best misguided. The 
real situation according to the naive realist— at least 
when it is appraised dispassionately (i.e., as the naive 
realist appraises it)— could lead the ethical actor and 
possessor of universal values to only one position, that 
is, the position that the naive realist happens to hold. 
In a sense, the failure is one of attributional “charity.”

Social perceivers, as we have noted, have come to 
recognize that different actors not only have different 
preferences or tastes but also different perspectives 
and perceptions, and as such, that their own constru-
als or constructions of social actions and entities may 
not be shared by their peers. Such insights about the 
diversity of subjective responses can, of course, be very 
helpful in promoting more accurate social predictions 
and inferences. Nevertheless, as we suggested earlier, 
the wise social perceiver should, at least tentatively, 
treat surprising, seemingly inappropriate or counter-
normative responses on the part of others as symptoms 
of such construal differences rather than uncharitably 
inferring negative personal traits (or, we would now 
add, inferring deficiencies or dramatic differences in 
personal values). In short, the naive conviction that 
others share our way of responding to the world— 
when adopted mindfully and selectively rather than 
assumed mindlessly and indiscriminately— can often 
be helpful in sparing us premature and erroneous as-
sumptions about the values adhered to by others.

The English philosopher Thomas Hobbes offered 
the following prescription assumptions about others’ 
subjective responses:

Given the similitude of the thoughts and pas-
sions of one man to the thoughts and passions 
of another, whosoever looketh into himself and 
considereth what he doth when he does think, 
opine, reason, hope, fear, etc., and upon what 
grounds, he shall thereby read and know what are 
the thoughts and passions of all other men upon 
the like occasions (cited by Leakey and Lewin, 
1992).

While the assumption that others share our basic 
values and preferences can shield us from various er-
rors of inference and prediction, it can also prompt 
unwelcome paternalism and proselytism. The so- 
called Golden Rule, which is an essential feature not 
only of Christianity but of virtually all of the world’s 
major religions, holds that we should do unto others 
as we would have them do unto us. But the English 
playwright George Bernard Shaw offers the follow-
ing maxim: Do not do unto others as you have them 
do unto you; their tastes may be different. And even if 
their tastes do not differ from your own, their stan-
dards and priorities may differ markedly. A less pre-
sumptuous version of the Golden Rule espoused in 
various religions (and one that Shaw might even have 
endorsed) holds that we should not do unto others 
what we would not have others do unto us.

The comedian George Carlin offered a similarly 
acute psychological observation. Carlin asked the 
members of his audience, “Ever notice that anyone 
going slower than you is an idiot and anyone going 
faster is a maniac?” When first confronted with the 
observation, which pertained to freeway driving, we 
are inclined to chuckle, but we recognize that most of 
the time we do feel that those driving faster than us 
are reckless and those driving slower are overly cau-
tious or perhaps just distracted. The same negative 
attributions occur as people respond to each others’ 
words and deeds in the political domain that reflect 
views about which problems merit attention and the 
commitment of resources, and especially how fast we 
should move and how much we should spend in ad-
dressing those problems.

Nevertheless a reasonable prescription would be 
to assume, at least tentatively, that others, like you, 
value friendship and family highly; that they, like you, 
believe that justice should be served (albeit tempered 
with mercy); and that the other values you regard as 
essential to fair and ethical conduct are shared (al-
though perhaps not ordered identically) by your peers 
and adversaries alike. Moreover, even when others 
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respond in a way that seems unreasonable, uncon-
scionable, or simply bizarre, you should not give up 
such charitable assumptions unless and until you have 
ruled out the possibility that those others have pro-
ceeded not from values that differ markedly from your 
own, but rather from very different construals or in-
terpretations of the relevant objects of evaluation and 
their relevance to such values.

Barriers to Dispute Resolution and  
Efficient Agreements

Negotiation processes and outcomes are the product 
of many decisions, in particular, whether to invite the 
other side to the negotiation table (or accept their in-
vitation to meet) and what to say and do before, dur-
ing, and after the negotiation. To some extent, these 
decisions reflect rational calculations of present and 
future interests, calculations that are made in light of 
existing relationships and prior history between the 
parties. But such calculations, and sometimes the 
failure to engage in them, are mediated by cognitive, 
motivational, and social processes that are the focus 
of contemporary theory and research in many social 
science disciplines, including psychology, political sci-
ence, and economics.

Sometimes, of course, the interests of the parties 
are so diametrically opposed that the minimal needs 
and demands of the two parties cannot be recon-
ciled, and a stalemate is inevitable until the situation 
changes, or until one side is able to impose its will on 
the other. But sometimes parties fail to negotiate, or 
negotiations end in failure, even when third parties 
and, indeed, even when representatives or majorities 
within the principle parties themselves can see shared 
interests and envision agreements that would leave all 
concerned better off than maintenance of the status 
quo. To understand such failures, to understand why 
the parties continue to bear the costs and uncertain-
ties of ongoing struggle, we must look beyond an 
analysis of objective interests and beyond barriers to 
agreement arising from tactical or strategies blunders, 
or political constraints, or the self- interests of agents 
or elites or factions that can exercise veto power. (For 
a discussion of strategic, structural, and other non-
psychological biases, see Ross and Stillinger, 1991; 
also Mnookin and Ross, 1995.) We must examine the 
ways parties think and feel about their conflict and 
about each other and about the way they assign re-
sponsibility or blame for the conflict and past failures 
to resolve it, including perceptions and assessments in 
the course of the negotiation process itself.

Our preceding discussion of biases in construal and 
of naive realism provides a starting point for such an 
examination. The features of egocentrism and naive 
realism described so far not only give rise to misat-
tribution, mistrust, and unwarranted pessimism about 
the prospects for finding common ground, they also 
create barriers to successful negotiation and dispute 
resolution. One such barrier— the false polarization 
phenomenon, and the concomitant underestimation 
of common ground, which makes parties skeptical 
about the possibilities of finding reasonable, prag-
matic, counterparts on the other side of the conflict— 
has already been noted. But several other psychologi-
cal barriers can thwart the efforts of negotiators and 
would- be peacemakers, some of which shall now be 
considered in some detail.

Cognitive Dissonance and rationalization

One of the best- known and most extensively re-
searched psychological biases involves motivated ef-
fort to seek and preserve cognitive consistency, and 
conversely to avoid and reduce dissonance, vis- a- vis 
one’s actions, values, feelings, or beliefs (Festinger, 
1957). Upon reflection, however, it becomes clear 
that sometimes the beliefs and priorities undertaken 
to reduce dissonance can create a stumbling block 
to dispute resolution. That is, past justifications and 
rationalizations offered to others and to the self for 
continuing the struggle (the other side is the devil 
incarnate; we can’t trust him; God/ history is on our 
side; we are more resolute than the other side because 
right makes might; we can’t break faith with the mar-
tyrs who gave their lives; etc.) increase the psychic and 
social costs of giving up the struggle and accepting 
the terms now on the table. This process is especially 
apt to make its influence felt when the conflictual and 
status quo has been costly to both sides and main-
tained for long periods of time and when possible res-
olutions offering apparent advantages over the status 
quo have, for one reason or another, been rejected in 
the past.

While the implications of dissonance reduction 
may be bleak in the context of protracted and costly 
stalemates, there is one optimistic note worth sound-
ing before I continue my account of the formidable 
barriers that stand in the way of bargaining efficiency 
and success. Once a settlement has been reached, the 
process of dissonance reduction can play a somewhat 
constructive role— especially if the decision to settle 
has been freely reached, if effort has been expended 
or sacrifices made, and if public defense of the settle-
ment has been demanded (Aronson, 1969; Brehm 
and Cohen, 1962). Thus, leaders and followers alike 
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may strive to find and exaggerate positive features and 
unanticipated benefits of the settlement and to mini-
mize or disregard negative ones. We saw such pro-
cesses occur in dramatic fashion early in 1972 when 
Richard Nixon suddenly and unexpectedly reached 
detente with China. And we have some optimism that 
the same processes will operate in the aftermath of 
agreements in the Middle East and other troubled 
areas of the globe.

the pursuit of Fairness, equity, or Justice

Negotiating parties seek to engage in exchanges 
whereby each improves their situation by ceding 
things they value less than the other party in order 
to gain things they value more than the other party. 
But in the context of long- standing conflict, the par-
ties typically seek more than a simple advance over 
the status quo— they demand, and feel entitled, to re-
ceive fairness, or even true justice (see Adams, 1965; 
Homans, 1961; also Walster, Berscheid, and Walster, 
1973). The parties want an agreement that allocates 
gains and losses in a manner proportionate to the 
strength and legitimacy of their respective claims (see 
Bazerman, White, and Loewenstein, 1995). Such 
demands raise the bar for the negotiators, especially 
when the parties inevitably have different narratives 
about past events and thus differ as to what an equita-
ble agreement would be. Indeed, those differences in 
narratives and demands, when viewed by the parties 
through the prism of naive realism, engender further 
pessimism and distrust.

Both sides in the conflict feel that it is they who 
have acted more honorably in the past, they who have 
been more sinned against than sinning, and they who 
are seeking no more than that to which they are en-
titled. They forget that in their own families and com-
munities, they continually tolerate outcomes that they 
deem unfair in the interests of harmony and positive 
relationships. Both sides, moreover, are apt to feel 
that it is their interests that most require protection in 
any negotiated agreement— for example, by avoiding 
ambiguities in language that could provide loopholes 
that could be exploited by the other side (while, at the 
same time, avoiding unrealistically rigid requirements 
for their own side that could compromise their ability 
to deal with unforeseen future developments). They 
also are bound to have divergent views about the fu-
ture (i.e., who will grow stronger with the passage of 
time and whose assurances can be taken at face value 
and trusted).

Third- party mediators may face a particularly dif-
ficult challenge. The “impartial” civilian review board 
proposed by the mayor’s task force to deal with al-
legations of racist- inspired police brutality is apt to be 

distrusted both by outraged members of the minority 
community (who fear it will be composed of middle- 
class whites who have never faced ill- treatment from 
the police and thus will take the word of a white 
police over “folks like us”) and by the skeptical and 
beleaguered police officers (who fear it will be com-
posed of civilians who do not understand our prob-
lems and frustrations and of political hacks who will 
try to placate voters). The willingness to accept such a 
review board, accordingly, would be seen by each side 
as a major concession to the other side. And when 
each side hears the other side’s characterization of the 
content and equitability of the proposal, the result is 
likely to be heightened enmity and distrust.

Similar processes make the parties disagree 
strongly about the balance of any proposal that seeks 
to give both parties what they feel they need and de-
serve. Moreover, the disputants are apt to misattrib-
ute each others’ cool response to the proposal in such 
a way that heightens enmity and mistrust. Each party 
is likely to feel that the other is being disingenuous in 
its public pronouncement of concern and disappoint-
ment and that the other is merely engaging in “strate-
gic” behavior designed to secure sympathy from third 
parties and win further concessions. And, of course, 
each party responds with anger and suspicion when it 
hears its own response characterized in such unchari-
table terms.

No laboratory experiment is required to demon-
strate the pattern of costly stalemates, misattributions, 
and ever- growing enmity predicted by our analysis. 
The news media, with their continual accounts of 
ethnic strife and intergroup conflict, provide all the 
evidence one could wish. However, a pair of labora-
tory studies (Diekmann et al., 1997) conducted with 
students at Northwestern and Stanford Universities 
offers a subtler, and more hopeful, account of the in-
terplay between equity concerns and self- interested 
construal biases. The results of these studies, which 
involved negotiations about the (hypothetical) alloca-
tion of resources, suggest that biases reflecting self- 
interest can be trumped by fairness norms, especially 
norms that promote equal treatment— but only when 
neither party has already enjoyed or been “endowed” 
with superior rights or treatment. When the starting 
point is one of inequality, those already advantaged 
prove quite willing and able to justify the relevant 
inequality of treatment— an inequality that few per-
sonally would have recommended, demanded, or im-
posed if they had not already been granted favored 
treatment.

To some extent, the findings by Diekmann et al. 
anticipate a phenomenon, and potential impediment 
to negotiated agreements, to be discussed next— 
that is, the phenomenon of loss aversion, which has 
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been documented by Kahneman and Tversky (1979, 
1984) in their accounts of prospect theory. According 
to that theory, the prospect of a given loss is deemed 
more unattractive than the prospect of a gain of the 
same magnitude is deemed attractive, and as a result, 
people show themselves more motivated to avoid the 
loss than they are motivated to achieve the objectively 
equivalent gain. There is also a footnote to be added 
to this account of the Diekmann et al. study. When 
asked to predict how others in the study would re-
spond to the same allocation decision, the research 
participants proved to be overly cynical and unchari-
table in their predictions. They greatly overestimated 
the degree of partisan bias that other allocators and 
evaluators would show. The leap from this result in 
the context of a hypothetical negotiation exercise to 
predictions about more difficult, real- world negotia-
tions is a large one. But the possibility that parties ne-
gotiating from a position of equality (in the absence 
of “facts created on the ground” that benefit one side 
or other) may actually overestimate the difficulty of 
reaching a mutually acceptable agreement offers one 
bright spot in an otherwise largely gloomy picture.

reactive Devaluation, Loss aversion,  
and reluctance to trade

Beyond the impediments to negotiated agreement 
posed by the motivational and cognitive biases dis-
cussed thus far, there is a further barrier resulting 
from the dynamics of the negotiation process itself 
that has been documented in research. That is, the 
evaluation of specific package deals and compromises 
may change as a consequence of their having been put 
on the table, especially if they have been offered or 
proposed by one’s adversary. Evidence for such reac-
tive devaluation has been provided in laboratory and 
field settings in which subjects evaluated a variety of 
actual or hypothetical dispute- resolution contexts and 
proposals (Ross and Ward, 1995).

Three findings emerge from this work. First, and 
perhaps least surprising, the terms of a compromise 
proposal for bilateral concessions are rated less posi-
tively when they have been put forward by the other 
side than when the same terms ostensibly have been 
put forward by a representative of one’s own side. This 
was demonstrated convincingly in a study by Maoz  
et al. (2002) in which Israeli Arabs and Jews rated 
actual proposals put forward by the two sides in the 
post- Oslo negotiations, with the putative authorship 
of those proposals manipulated by the experimenter. 
As predicted, the putative authorship influenced the 
relative attractiveness of these proposals to the two 
groups of participants. Indeed, when the Israeli pro-
posal was attributed to the Palestinian side in the 

negotiation and vice versa, the Israeli participants 
rated the actual proposal of their side to be less attrac-
tive than the actual proposal of the other side.

Two less obvious findings demonstrating reactive 
devaluation were reported in a study (Ross, 1995; 
see also Ross and Ward, 1995) in which the research 
participants were Stanford University students who 
wanted the university’s immediate and total divest-
ment of all shares held in companies doing business in 
the then- apartheid regime of South Africa. During the 
course of ongoing negotiations, students were asked 
to evaluate less radical proposals— first, those under 
discussion (i.e., partial or selective divestment from 
companies directly supporting the regime and its poli-
cies versus total divestment at a later date if particular 
policy changes were not made) and later, the plan (a 
version of the partial divestment) ultimately adopted 
by the university. As predicted, the participants rated 
more favorably whichever of two proposals that they 
were led to believe was about to be put forward than 
they rated the alternative. And when the university 
finally acted, its proposal was rated less positively than 
it had been when it was merely one of two possibili-
ties. Conversely, a previously unpopular alternative 
calling merely for increased investment in companies 
that had elected not to do business in South Africa 
was rated more positively than it had been before the 
university’s decision.

The latter findings may reflect a more general ten-
dency for people to devalue that which is at hand or 
readily available relative to that which seems unavail-
able or is withheld (Brehm, 1966; Wicklund, 1974) 
because of a desire to maintain future freedom of ac-
tion. But the phenomenon of loss aversion also may 
play an important role; that is, to the extent that a 
negotiation proposal represents a proposed trade of 
concession, the prospective losses that will be incurred 
by the acceptance of that proposal may loom larger 
and receive more weight than the prospective gains. 
Proposals that involve acceptance of negative change 
and/or heightened risk in return for prospective, or 
even certain, gains are particularly likely to be treated 
with caution. The literature on community members’ 
willingness to pay to reduce environmental nuisances 
and risk versus their willingness to accept payment to 
accept such risk or nuisance, and the so- called NIMBY 
(not- in- my- backyard) phenomenon is instructive. A 
typical result is that communities demand payments 
many times greater to accept a new toxic- waste site, 
halfway house, or other unattractive change to their 
communities than they would be willing to pay to 
eliminate the existing unattractive presences.

A simple thought experiment, however, can il-
lustrate the phenomenon to the reader. Consider 
the answers to the following three questions. How 
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much would you be willing to pay someone (perhaps 
a manufacturer or researcher on auto safety) to make 
the brakes in your automobile 10% safer? How large 
a payment would you demand to let someone (per-
haps the same manufacturer or researcher) make your 
brakes 10% less safe? Finally, exactly how safe are your 
brakes right now compared with those in other cars 
or compared with how safe they could be made by a 
skilled mechanic or through installation of some new 
features? If you are a typical motorist, the answers to 
the first two questions will be (1) a reasonable but 
not a huge amount— somewhere between $100 and 
$1,000 and (2) a huge amount— at least many thou-
sands of dollars— or, in many cases, no amount will be 
enough. For most people, ironically, the answer to the 
third question will be— “I guess they are pretty safe, 
but I don’t really know how they compare to other 
folks’ brakes or how much safer they could be made if 
I were willing to spend some money.”

Other mechanisms may contribute to reactive de-
valuation as well. Concession offers may lead the re-
cipients to conclude that the other side is eager for an 
agreement; that one’s previous negotiation stance has 
been too moderate and that more can be extracted 
from the other side; and that one can win those con-
cessions at a smaller price. Social processes can be 
involved as well. Critics who oppose agreement be-
cause they prefer conflict or have something to lose 
from agreement will inevitably dismiss preliminary 
proposals, or even unilateral concessions, as trivial, 
token, and insincere. But regardless of why reactive 
devaluation occurs, its potential contribution to the 
maintenance of negotiation deadlocks and to the en-
suing cycle of heightening enmity and mistrust should 
be clear. Not only are proposals likely to be received 
less positively than they ought to be in terms of the 
objective interests of the parties, but each side is apt 
to interpret the other side’s negotiation behavior and 
rhetoric as at best strategic manipulation, and at worst 
as dishonest, cynical, and dictated by animus rather 
than a sincere effort to end the conflict.

In the author’s experience, seasoned negotiators 
are well aware of the reactive devaluation phenom-
enon, although they may not recognize its ubiquity or 
understand all of the psychological mechanisms that 
underlie it (or perhaps most importantly, recognize 
their own susceptibility to it). Indeed, one impor-
tant role played by the mediator in any conflict is to 
short- circuit this process— to obscure the parentage 
of specific proposals and concessions and to encour-
age more positive (and accurate) attributions on the 
part of the disputants as they struggle to reach terms 
of agreement that are personally and politically bear-
able. To this end, skilled mediators may oblige the 
disputants to clarify their priorities and interests; in 

particular, to have each side indicate the concessions 
it may value more highly than its adversaries’ and vice 
versa. The mediator then is free to propose possible 
exchanges of concessions that are not only based on 
but also readily attributable by the parties to their 
own particular expressions of priority.

Implications for Intergroup Dialogue and 
Conflict Resolution

The study of barriers and biases and of the psycho-
logical processes that exacerbate them can help us 
understand why intergroup dialogue so often proves 
frustrating for the participants and why negotiations 
sometimes fail when an objective analysis of the mu-
tual advantages of changes to status suggests they 
should succeed. Such study can also help us under-
stand why the process of negotiation, even when un-
dertaken with great sincerity and motivation to reach 
agreement, can sometimes escalate, rather than at-
tenuate, feelings of enmity and mistrust. But it can 
do more. It can contribute to the analysis and devel-
opment of techniques for reducing misunderstanding 
and facilitating successful negotiation.

A comprehensive discussion of this topic is not 
possible here, but in the remainder of this chapter, 
I will outline some specific methods that mediators, 
facilitators, and other third parties, and to some ex-
tent enlightened citizens within divided societies, 
can employ. My emphasis primarily will be on results 
from laboratory and field studies that suggest poten-
tial techniques to counteract the biases and barriers 
discussed in this chapter, but I will also include some 
lessons from my own real- world experience in work-
ing with my SCICN colleagues to promote fruitful 
citizen dialogue and facilitate efforts at second- track 
diplomacy in Northern Ireland and the Middle East.

Countering False polarization and  
Discovering Common Ground

Third parties can make an important contribution 
both by helping to build trusting relationships and  
by shifting the focus of discussion from areas of dis-
agreement to areas of common ground. This role is 
particularly important in mediating conflicts between 
groups or peoples with long histories of enmity. 
Indeed, in such cases there is obvious value merely in 
bringing disputants into sustained personal contact, 
so that they can get beyond stereotypes and discover 
shared fears and aspirations (Doob and Foltz, 1973; 
Kelman, 1995, 1997, 2001). The goal ultimately  
is to have the participants engage in frank, open dia-
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logue— dialogue in which they talk about their fac-
tual assumptions and the complexities of their values 
rather than simply defending their positions.

Even if such dialogue does not lead to agreement, 
it is likely at least to challenge the partisans’ view of 
the other side as monolithic, unreasoning, unreason-
able, entirely ideologically driven, and unwilling to 
consider compromise. Such discussions can also help 
participants to see the inconsistencies, uncertainties, 
and disagreement in their own side’s position, thus 
making them freer to express dissent and entertain 
new ideas. Indeed, it has been proposed that like 
third parties (Rubin, 1980), moderates within the 
rival groups (Jacobson, 1981) also have a valuable 
role to play in this regard in encouraging partisans to 
get beyond rhetoric and statements of position to the 
point of discussing underlying interests, assumptions, 
and concerns (see also Fisher, Ury, and Patton, 1991; 
Rubin, Pruitt, and Kim, 1994).

A particularly welcome development has been 
the flourishing of multitrack diplomacy (Diamond 
and McDonald, 1991) and public peace processes 
(Saunders, 1999), whereby peace- making or dispute- 
resolution initiatives are pursued by nongovernmental 
organizations, such as peace centers, academic insti-
tutions, and think- tanks; by representatives of par-
ticular professional organizations, such as physicians, 
social workers, or educators; and even by groups of 
concerned individuals. In fact, the path to the dra-
matic 1993 Israeli- Palestinian accord on Jericho and 
Gaza was blazed through such initiatives (Rouhana 
and Kelman, 1994). In our SCICN initiatives in the 
Middle East and Northern Ireland, we have seen par-
ticipants build personal trust and rapport as the con-
versation gradually shifted from disputes about past 
wrongdoing to the personal histories that brought the 
participants to the table, and from charges and coun-
tercharges about the present conflict to the partici-
pants’ vision of the type of society and shared future 
that they would like to create for their grandchildren.

Beyond seeing the development of warm personal 
relations, we also have noticed several less obvious 
benefits from these unofficial, nongovernmental ini-
tiatives. First, because the participants are not dip-
lomats acting in an official capacity, they are free to 
explore new and visionary proposals without fearing 
the risks or spontaneity or the strategic disadvantages 
of candor and spontaneity. Second, because the meet-
ings are informal, free from the glare of media, and 
relatively leisurely in their pace, the participants typi-
cally can socialize and talk about their families and 
personal experiences as they take walks and enjoy 
meals (and, in our conferences, even wash dishes) 
together, thereby creating personal bonds of respect 
and friendship that facilitate future contact and joint 

initiatives. Finally, and perhaps most importantly, the 
participants provide each other with invaluable in-
formation about priorities and areas of flexibility and 
potential movement— areas where exchanges of con-
cessions could be sought. By exploring the views of 
moderates and peace advocates in the other camp, the 
participants gain a clearer sense of which of the other 
side’s current demands reflect deeply held and widely 
shared sentiments and which reflect potential areas 
for negotiation and exchanges of concessions. These 
assessments, in turn, get more broadly disseminated 
when the citizen diplomats return home and share 
their experiences and impressions with influential col-
leagues and news media.

Framing and Construal

Framing can be an important tool in overcoming bar-
riers to negotiation. When loss aversion and reactance 
are making parties respond negatively to proposed 
changes in the status quo, parties need to recognize 
that doing nothing is itself a decision, one that im-
poses costs and creates risks that are substantial and 
likely to increase in the future. Beyond focusing on 
the risks and cost of inaction, mediators can reduce 
the tendency for the bargainers to view their conces-
sions as losses by inducing them to view the things 
they will be giving up as bargaining chips, or negotia-
tion currency— something to be exchanged readily (in 
the way that one spends money or any other kind of 
currency) for things that one values more.

More important, perhaps, third parties can help 
the parties to overcome various psychological barriers 
in the way that they frame, or if necessary reframe the 
negotiation process itself. For example, in conflicts 
where both sides harbor long- standing, and often 
quite justified, grievances, they can frame the endeavor 
not as an attempt to redress injustice or to have the 
parties get what they are due in light of the strength 
and legitimacy of their claims, but rather as an exercise 
in problem solving. That is, the negotiator’s task can 
be framed explicitly as one of discovering and exploit-
ing opportunities for efficient exchange or mutually 
beneficial trades of concessions in light of the parties’ 
differing needs and priorities (Raiffa, 1982; Rubin, 
Pruitt, and Kim, 1994). In any case, the framing of 
the negotiators’ task should be one that encourages 
the parties to move beyond political posturing and 
recriminations about past wrongs to a concern with 
the future and the pursuit of enlightened self- interest 
or group interest.

While the leap from game- theory demonstrations 
in the laboratory to negotiation outcomes in the real 
world is a large one, I can report a study on the power 
of simple semantic framing on participants’ responses 
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in the much- studied Prisoner’s Dilemma game 
(Liberman, Samuels, and Ross, 2004). The framing 
manipulation in the study, which was conducted both 
at Stanford University and at an Israeli University that 
prepares students for careers in business and law, was 
a very simple one. On two occasions, in explaining 
the nature of the game and the relevant payoff ma-
trix, the experimenter referred to the game either as 
the Wall Street Game or the Community Game (or, 
in the Israeli version, as the Bursa Game versus the 
Kommuna Game). The results of the manipulation 
were dramatic.

Only about one- third of players elected to cooper-
ate in the first round of the Wall Street or Bursa Game, 
whereas more than two- thirds elected to cooperate 
in the first round of the Community or Kommuna 
Game. These differences, moreover, persisted on sub-
sequent rounds. Interestingly, while the label attached 
to the game seemed to play a large role in the way 
participants played, and also in the way they expected 
their counterparts to play, the participants’ personal 
reputation for past cooperativeness or competitive-
ness had little predictive validity. Participants nomi-
nated by their dormitory advisors (to whom the game 
had been described in detail) as most likely to cooper-
ate versus those nominated as least likely to cooper-
ate did not differ at all in their first- round or subse-
quent decisions. It is not unreasonable to suggest that 
negotiators, as well, may sometimes be induced, by 
straightforward instructions and/or subtler features 
of the negotiation context (Kay and Ross, 2003), 
to regard their task as a cooperative undertaking to 
seek mutual advantage rather than as a competitive 
exercise, with some assurance that their counterpart 
is doing likewise, and that doing so will enhance the 
prospects for success.

Managing attributions

Understanding the role that attributions play in re-
active devaluation may be a key to overcoming this 
barrier to agreement. The relevant devaluation in 
question stems, at least in part, from people’s basic 
tendency to search for causal explanations for each 
other’s behavior (Heider, 1958; Jones and Davis, 
1965; Kelley, 1967, 1973). Parties receiving propos-
als from the other side, especially in the context of 
conflict where there exists a history of enmity and 
failed past negotiations, are bound to search for expla-
nations for the content and timing of such proposals. 
The recipient of a unilateral concession or proposed 
trade of concessions wonders, “Why is my adversary 
offering this particular concession or proposing this 
particular trade, and why now?” In the absence of 
other satisfactory answers, the recipient is likely to 

provide ones that lessen the chances for agreement; 
for example, that the concession offered is probably 
less substantial than it might seem on the surface, that 
the concession sought is more substantial and valu-
able than the recipient has previously recognized, or 
worse still, that the other side does not intend to keep 
its side of the bargain and will renege on its commit-
ments once it has gotten what it wants.

The third- party mediator can sometimes help 
solve these attribution problems (and, in a sense, also 
help to reduce some of the dissonance felt by the ne-
gotiating parties) by pointing out, or by having the 
party offering the proposal indicate, to the recipient 
the political realities and constraints motivating the 
offer. Recognition of attribution considerations also 
suggests a potentially beneficial role of overt, external 
resolution pressures, such as deadlines or promises of 
side payments by interested third parties, in the nego-
tiation process. The recipient of an attractive package 
offer or pump- priming concession is thereby provided 
with an explanation for the adversary’s newly dem-
onstrated flexibility, one that precludes the need for a 
negative reassessment of the significance of the vari-
ous concessions offered and the exchanges proposed. 
Moreover, the existence of deadlines and other ex-
ternal resolution pressures provides the negotiating 
parties with more palatable attributions for their own 
flexibility (good sense, not weakness or gullibility) 
and better explanations to offer both the constituen-
cies they represent and the critics they must face.

While the emphasis here has been on the role that 
mediators, facilitators, and other third parties can 
play in dealing with attributional problems in nego-
tiation contexts, the principal parties themselves can 
address such problems. In particular, they can make 
some effort to link the content of their proposals to 
the specific pressures and constraints they are facing 
or, better still, to the expressed needs and desires of 
the other side. A recent demonstration experiment by 
Ward et al. (2008) illustrated this possibility. In the 
study, students negotiated with an experimental con-
federate regarding the recommendations to be made 
by their university with regard to the reform of drug 
laws. At a late stage in the negotiation, the confed-
erate offered a compromise proposal (one calling for 
the legalization of marijuana but a harsher penalty for 
harder drugs and a provision to adopt more draconian 
measures if drug use increased rather than decreased 
over the course of the trial period).

The key finding was that when the confederate in-
troduced his proposal by saying “I have heard your 
arguments and proposal so I am discarding the pro-
posal I came with and offering this new proposal in-
stead,” it was rated more positively and more likely to 
be accepted by the students than when he said “Here 
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is the proposal I have brought to the negotiation.” 
In other words the same proposal was received more 
positively when it was explicitly acknowledged as a 
change in position, one linked to the previously ex-
pressed priorities of the party to whom it was offered. 
Such acknowledgment, it should be noted, is often 
absent in the context of ongoing conflicts, at least in 
public pronouncements wherein both of the parties 
in the conflict assure their constituencies that they are 
holding firm to their longstanding position.

Negotiation expectations and Ideology

Consideration of conflict- resolution efforts that fail 
even though the cost is the prolonging of a debili-
tating conflict, or that succeed even when common 
ground seems difficult to find, would be incomplete 
without some acknowledgement of the role of expec-
tation. In particular, experience suggests that agree-
ment is likely to be achieved, and in fact can become a 
virtual certainty, when the opposing parties enter the 
negotiation process with a historically based expecta-
tion, and the absolute conviction that such resolution 
can, must, and will be achieved (and with confidence 
that their adversaries share such expectations and con-
victions). In contrast, the achievement of agreement 
seems to become unlikely when (and one could argue 
because) the parties have a history of prior failures, 
and, honorable intentions and ample motivation not-
withstanding, they enter into the negotiation with 
grave doubts about the possibility of achieving any 
major breakthroughs in the question for agreement.

When the absolute necessity and the absolute in-
evitability of resolution is accepted by both parties, 
the possibility of success is greatly enhanced, not only 
because the parties have a powerful and shared mo-
tive to avoid failure, but also— as our analysis of the 
significance of attributional issues suggests— because 
they have a satisfactory explanation for any conces-
sions that they are obliged to make and a satisfactory 
attribution for apparent concessions by the other side 
(i.e., “we gave in on some key points because we had 
to reach an agreement, and so did they”). Examples of 
difficult negotiations in which success is seen by the 
parties as inevitable in spite of the various barriers we 
have identified, and examples of such successes, which 
can be seen as self- fulfilling prophecies, are instructive 
(for some examples, see Ross and Stillinger, 1991). 
Some cases (such as the election of a pope) involve 
negotiations that occur irregularly and can be seen as 
exceptional events. Others (such as the passing of a 
federal or state budget) occur with great regularity 
and in a sense are seen as ordinary.

In both cases, the conflicts and divisions are com-
plex and deep, and objective analysis of the interests 

of the contending factions might suggest that no 
solution could be proposed that would command a 
majority (much less the two- thirds majority required 
to elect a pope). But the certainty of relatively timely 
resolution, buttressed by history and tradition, seems 
to guarantee that a resolution will be found within the 
expected time period. That resolution will inevitably 
involve major compromises by, and the dissatisfaction 
of, those whose interests would seem better served 
by prolonging the negotiation in the hope of a bet-
ter deal. But the agreement will be justified by the 
negotiators (to themselves, as well as to others) by a 
simple dictum: “we had to have a pope” or “we had 
to have a budget.”

The implications of this discussion of negotiation 
ideology and expectation are worth underscoring. 
When obstacles are formidable and the sentiment ex-
ists that failure is possible or thinkable, such failure 
becomes highly likely. Only when failure is unthink-
able can one be optimistic that the cognitive barriers 
discussed in this chapter will begin to crumble. There 
is no magic formula available to create such positive 
and self- fulfilling expectations, but the results of a 
pair of laboratory studies illustrate the potential value 
of engendering positive expectations on the part of 
negotiators (Liberman, Anderson, and Ross, 2009). 
One study was conducted in the United States with 
American college students doing a relatively mun-
dane negotiation exercise involving the allocation of 
resources to undergraduate and graduate student ac-
tivities. The other was conducted in Israel with young 
people who had served in the military negotiating a 
structurally similar, but much more politically sensi-
tive, resource allocation problem that involved funds 
associated with the building of the fence or wall sepa-
rating the West Bank Jews from the Palestinians.

In both cases, the experimental procedure in-
volved the use of a confederate who followed a pre-
determined script. In the U.S. study, the confederate 
was an older student ostensibly representing the in-
terests of the graduate students; in the Israeli study, it 
was an Arab confederate ostensibly representing the 
interests of the Palestinians. In both studies, the ne-
gotiation proceeded in stages, with the confederate 
making an initial offer, the experimental participant 
making a counteroffer, and the confederate making a 
final offer as time was expiring, The participants both 
assessed that offer and decided to accept or reject it 
knowing that the result of rejection would be a for-
feiture of the funds in question until some later date. 
The experimental manipulation was a simple one. 
Half of the participants were informed at the outset 
of their negotiation that all previous negotiating pairs 
(in the case of the U.S. study) or “virtually all” (in the 
Israeli study) had succeeded in reaching agreement. 
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Half were given no such induction; they were merely 
told to do their best to reach an agreement. While 
the participants recognized the hypothetical nature 
of their role- play assignment, they did represent the 
interests of their own group and negotiated seriously, 
and in some cases, especially in the Israeli study, quite 
passionately.

As predicted, the manipulation had a dramatic ef-
fect on the participants. Prior information about the 
universal success of previous negotiators resulted in 
more generous counteroffers to the confederate’s ini-
tial proposal, more positive assessments of the con-
federate’s final offer, and unanimous acceptance (in 
the U.S. study) or near unanimous acceptance (in the 
Israeli study) of that proposal, whereas the same pro-
posal was overwhelmingly rejected in both studies by 
the participants merely urged to do their best to reach 
an agreement. Moreover, participants in positive ex-
pectations conditions who reached agreement did not 
do so grudgingly. In fact, they subsequently provided 
more positive assessments of the negotiation process 
and of their counterpart than those who reached 
agreement under the control condition.

While this exact manipulation obviously would not  
be possible in most real- world situations, there is 
much third parties and the principal parties them-
selves can do and say to engender optimism about 
the outcome of sincere negotiation efforts. One pos-
sibility is to undertake a series of prior negotiations 
on issues that are relatively uncontroversial and yield 
obvious benefits to both sides. Another involves the 
value of words and deeds that defy expectations— as 
did President Sadat’s dramatic 1977 trip to Jerusalem 
and speech before the Knesset in pursuit of peace be-
tween Israel and Egypt— in a way that suggests that 
things have changed and that past intransigency at the 
negotiation table will not be repeated.

education: Benefits of Understanding the  
Underlying processes

Consideration of practical measures to achieve 
conflict resolution prompts an optimistic hypoth-
esis about the role of education and insight. Simply 
stated, the hypothesis is that awareness of the psycho-
logical processes outlined in this chapter— especially 
the processes of biased construal and reactive devalu-
ation that make parties respond coolly to concessions, 
compromise packages, and other harmony- seeking 
overtures— will forestall them or weaken their impact.

In a sense, it is proposed that adversaries who have 
been “debriefed” about social and psychological pro-
cesses that limit their capacity to negotiate compro-
mises that are in their own best interests will have a 
useful tool for self- appraisal and for educating relevant 
constituencies (Ross, Lepper, and Hubbard, 1975). 

Such insights about process can also serve third- party 
mediators well— both in helping them to define their 
roles and in helping to overcome the pitfalls facing the 
adversaries. Finally, and most generally, education and 
insight about barriers to conflict resolution can aid 
people of goodwill in designing conflict- resolution 
strategies and tactics that allow the adversaries either 
to avoid the barriers in question or to overcome them.

When Experience Informs Theory and  
Applications: Four Lessons from the  
Real World

My own experience in dialogue and multi- track work 
and that of my colleagues at the SCICN has served 
mainly to reinforce fundamental, hard- won insights 
that social psychology has long offered to those who 
would listen. These lessons include the power of the 
situation in general and that of group norms and 
group pressures in particular; the need to attend to 
the actors’ construal of their situation and the mean-
ing they attach to their own actions and outcomes, 
as well as the meaning they attach to the behavior 
directed toward them by others; and the lengths to 
which people will go to in order to see themselves as 
rational and good (Ross, Lepper, and Ward, 2009). 
But at times, experience has alerted me to the im-
portance of other, more specific influences. In each 
case I will simply state the lesson, and, where I think 
it might be helpful to the reader, say a bit about its 
origin and/or relevance.

The importance of a shared view of (and shared 
commitment to) a mutually bearable future.  .  .  . 
Without it, negotiation between leaders and their 
agents, and even second- track diplomacy, is doomed to 
produce failure and to heighten rather than ease dis-
trust. Repeatedly, we have found that parties come to 
dialogue groups and pursuit of common ground in 
order to specify what they need and want, why they 
are entitled to it, and what they are prepared to offer 
in return. What they typically fail to offer is a view of 
the future that specifies the place of those on the other 
side that is demonstrably better than the status quo. 
We have learned to challenge participants to explain 
why the life they envision for those on the other side 
is better than the other side imagines or fears it would 
be in any such agreement. If they can’t offer such a 
view of a shared future, we suggest, there is no point 
in meeting, because that meeting will merely confirm 
the other sides’ misgivings and strengthen its resolve.

The importance of relationships and trust— 
especially in dealing with spoilers and the demands of 
internal politics. Deals that make the larger popula-
tions on both sides of a conflict better off will almost 
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always leave some individuals or interest groups worse 
off. In the most virulent conflicts, some of these indi-
viduals and interest groups will go beyond the normal 
realm of political discourse to make their objections 
felt and do their utmost, including resorting to vio-
lence and intimidation, to ensure that no agreement 
will be reached. Parties seeking a lasting agreement 
must also agree on how to deal with such “spoilers.” 
Moreover, the two parties cannot treat the efforts 
of spoilers on the other side, and the lack of quick 
and effective action against them, as evidence of bad 
faith while at the same time insisting that the other 
side should not be deterred by spoilers on their side 
and should understand that the demands of internal 
politics prevent them from cracking down on such 
spoilers.

The futility of trying to convince people of some-
thing they cannot “afford” to understand. One of the 
underexplored implications of dissonance theory (and 
psychodynamic theories, more generally) involves the 
limits to the value of appeals to reason or even ethi-
cal principles. When the threat of loss or the cost of 
an agreement to the self is too great, people will find 
a reason, or at least a rationalization, for continued 
intransigence. The cost in question may involve the 
need to recognize that one’s life has been spent in 
a fruitless endeavor or that sacrifices of blood and 
treasury have been in vain. But it may simply involve 
the unacceptability of the life and status that awaits 
one post- agreement. I vividly remember a Protestant 
militia leader who had come out of prison ready to 
renounce violence and willing to negotiate earnestly 
with the other side. Yet, somehow, no deal put on 
the table was ever good enough, no promise by the 
other side reliable enough, to get him to say, “Let’s 
stop talking and close the deal!” Observing this char-
ismatic but uneducated man one could not escape the 
thought that right now he was a respected leader with 
a place at the negotiating table, but that in the after-
math of the agreement, and with the emergence of a 
normal peaceful society, he would be lucky to get a 
job driving a brewery truck. The issue of a bearable 
future pertains to individuals— especially those with 
veto power— as well as to groups and whole societies.

Conversion from militant to peacemaker need not 
involve any “blinding light” conversion. Sometimes it 
is “51% versus 49%.” A common refrain we hear from 
moderates on one side looking for counterparts on the 
other side is that their side cannot make a deal with 
some particular leader, or that what they are waiting 
for is a Mandela on the other side. Rather than offer-
ing a windy lecture on the sins of dispositionism and 
the fundamental attribution error, we point out that 
Mandela was able to make peace not because he made 
the compromises that no one else would make, but 
because he made himself the leader with whom White 

South Africans were willing to make the compromises 
that they said they would never make (largely because 
he offered them a future in which they would have an 
acceptable place).

We also tell them about a provocative set of re-
marks that David Ervine, a Northern Ireland Loyalist 
and ex- bomber, made in an address at Stanford 
University in response to an inevitable question ask-
ing him about the insight or personal transformation 
that had changed him from a militant bomber to a 
mainstream politician determined to achieve a peace-
ful solution to the conflict. He explained that in his 
case it was a matter of “51% vs. 49%”— that his change 
involved not a transformation of character but a kind 
of “tipping point” whereby the futility and costs of vi-
olence became marginally more obvious and the pros-
pects for securing an acceptable agreement through 
normal politics became marginally brighter. He then 
added the striking comment that when he was only 
51% certain about the decision to embrace bombing 
as a tactic, he was still 100% a bomber, and now that 
he is only 51% certain about the prospects for change 
through peaceful means, he is 100% a politician and 
peace activist. The moral of this story is clear. Not 
only does the situation matter, but small changes for 
the better are worth working for. A meeting with 
the other side that goes well, a small concession that 
makes life for the other side more bearable, or a single 
humanizing remark can provide the tipping point that 
makes the difference between peace and conflict.

Note

This material is based upon work supported by the 
National Science Foundation under Grant No. 0447110. 
Any opinions, findings and conclusions or recommendations 
expressed in this material are those of the author(s) and 
do not necessarily reflect the views of the National Science 
Foundation.
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Every episode of mass murder is distinct and raises 
unique social, economic, military, and political ob-
stacles to intervention. We therefore recognize that 
geopolitics, domestic politics, or failures of individual 
leadership have been important factors in particular 
episodes. But the repetitiveness of such atrocities, 
which have been ignored by powerful people and na-
tions and by the general public, calls for explanations 
that may reflect some fundamental deficiency in our 
humanity— a deficiency not in our intentions, but in 
our very hardware, and a deficiency that once identi-
fied might possibly be overcome.

One fundamental mechanism that may play a role 
in many, if not all, episodes of mass- abuse neglect 
involves the capacity to experience affect, the posi-
tive and negative feelings that combine with reasoned 
analysis to guide our judgments, decisions, and ac-
tions. Research shows that the statistics of mass rights 
violations or genocide, no matter how large the num-
bers, fail to convey the true meaning of such atroci-
ties. The numbers fail to spark emotion or feeling and 
thus fail to motivate action. The genocide in Darfur 
is real, but we do not “feel” that reality. We examine 
below ways that we might make genocide “feel real” 
and motivate appropriate interventions. Ultimately, 
however, we conclude that we cannot only depend 
on our intuitive feelings about these atrocities. In ad-
dition, we must create and commit ourselves to in-

The means for expressing cruelty and carrying out 
mass killing have been fully developed. It is too 
late to stop the technology. It is to the psychol-
ogy that we should now turn.

— Jonathan Glover, Humanity, 2001, p. 144

The twentieth century is often said to have been the 
bloodiest century in recorded history. In addition 
to its wars, it witnessed many grave and widespread 
human rights abuses. But what stands out in histori-
cal accounts of those abuses, perhaps even more than 
the cruelty of their perpetration, is the inaction of by-
standers. Why do people and their governments re-
peatedly fail to react to genocide and other mass- scale 
human rights violations?

There is no simple answer to this question. It is 
not because people are insensitive to the suffering of 
their fellow human beings— witness the extraordinary 
efforts an individual will expend to rescue a person in 
distress. It is not because people only care about iden-
tifiable victims of similar skin color who live nearby: 
witness the outpouring of aid from the north to the 
victims of the December 2004 tsunami in Southeast 
Asia. Nor can the blame be apportioned entirely  
to political leaders. Although President George W. 
Bush was unresponsive to the murder of hundreds of 
thousands of people in Darfur, it was his predecessor, 
President Bill Clinton, who ignored the genocide in 
Rwanda, and President Franklin D. Roosevelt who for 
too long did little to stop the Holocaust. The Ameri-
can example of inaction has been largely repeated in 
other countries as well. Behind every leader who ig-
nored mass murder were millions of citizens whose 
indifference allowed the inaction to pass.
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stitutional, legal, and political responses based upon 
reasoned analysis of our moral obligations to stop 
large- scale human rights violations.

Lessons from Psychology

In 1994, Roméo Dallaire, the commander of the tiny 
UN peacekeeping mission in Rwanda, was forced 
to watch helplessly as the slaughter he had foreseen 
and warned about began to unfold. Writing of this 
massive humanitarian disaster a decade later, he en-
couraged scholars “to study this human tragedy and 
to contribute to our growing understanding of the 
genocide. If we do not understand what happened, 
how will we ever ensure it does not happen again?” 
(Dallaire, 2005, p. 548).

Researchers in psychology, economics, and a mul-
tidisciplinary field called behavioral decision theory 
have developed theories and findings that, in part, 
begin to explain the pervasive underresponse to 
atrocity.

affect, attention, Information, and Meaning

The search to identify a fundamental mechanism in 
human psychology that causes us to ignore mass mur-
der and genocide draws upon a theoretical framework 
that describes the importance of emotions and feel-
ings in guiding decision making and behavior. Per-
haps the most basic form of feeling is affect, the sense 
(not necessarily conscious) that something is good 
or bad. Positive and negative feelings occur rapidly 
and automatically— note how quickly it takes to sense 
the feelings associated with the word joy or the word 
hate. A large research literature in psychology has 
documented the importance of affect in conveying 
meaning upon information and motivating behavior 
(Barrett and Salovey, 2002; Clark and Fiske, 1982; 
Forgas, 2000; Le Doux, 1996; Mowrer, 1960; Tom-
kins, 1962, 1963; Zajonc, 1980). Without affect, in-
formation lacks meaning and will not be used in judg-
ment and decision making (Loewenstein et al., 2001; 
Slovic et al., 2002).

Affect plays a central role in what are known as 
“dual- process theories” of thinking. As Epstein 
(1994) observed, “There is no dearth of evidence in 
every day life that people apprehend reality in two 
fundamentally different ways, one variously labeled 
intuitive, automatic, natural, nonverbal, narrative, 
and experiential, and the other analytical, deliberative, 
verbal, and rational” (p. 710).

Stanovich and West (2000) labeled these two 
modes of thinking System 1 and System 2. One of 
the characteristics of System 1, the experiential or in-
tuitive system, is its affective basis. Although analysis 

(System 2) is certainly important in many decision- 
making circumstances, reliance on affect and emotion 
is generally a quicker, easier, and more efficient way 
to navigate in a complex, uncertain, and sometimes 
dangerous world. Many theorists have given affect a 
direct and primary role in motivating behavior.

Underlying the role of affect in the experiential 
system is the importance of images, to which positive 
or negative feelings become attached. Images in this 
system include not only visual images, important as 
these may be, but words, sounds, smells, memories, 
and products of our imagination.

Kahneman (2003) noted that one of the functions 
of System 2 is to monitor the quality of the intui-
tive impressions formed by System 1. Kahneman and 
Frederick (2002) suggested that this monitoring is 
typically rather lax and allows many intuitive judg-
ments to be expressed in behavior, including some 
that are erroneous. This point has important implica-
tions that will be discussed later.

In addition to positive and negative affect, more 
nuanced feelings such as empathy, sympathy, compas-
sion, and sadness have been found to be critical for 
motivating people to help others (Coke, Batson, and 
McDavis, 1978; Dickert and Slovic, 2009; Eisenberg 
and Miller, 1987). As Batson (1990) put it, “consid-
erable research suggests that we are more likely to 
help someone in need when we ‘feel for’ that person.” 
(p. 339).

A particularly important psychological insight 
comes from Haidt (2001, 2007; see also Van Berkum 
et al., 2009), who argued that moral intuitions (akin 
to System 1) precede moral judgments. Specifically, 
he asserted that

moral intuition can be defined as the sudden 
appearance in consciousness of a moral judg-
ment, including an affective valence (good- bad, 
like- dislike) without any conscious awareness of 
having gone through steps of searching, weighing 
evidence, or inferring a conclusion. Moral intu-
ition is therefore . . . akin to aesthetic judgment. 
One sees or hears about a social event and one 
instantly feels approval or disapproval. (p. 818)

In other words, feelings associated with moral in-
tuition usually dominate moral judgment, unless we 
make an effort to use judgment to critique and, if 
necessary, override intuition. Not that our moral in-
tuitions are not, in many cases, sophisticated and ac-
curate. They are much like human visual perception in 
this regard— equipped with shortcuts that most of the 
time serve us well but occasionally lead us seriously 
astray (Kahneman, 2003). Indeed, like perception, 
which is subject under certain conditions to visual il-
lusions, our moral intuitions can be very misguided. 
We shall demonstrate this in the following sections 
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and argue that, in particular, our intuitions fail us in 
the face of genocide and mass atrocities. That failure 
points to the need to create laws and institutions that 
are designed to stimulate reasoned analysis and that 
can help us overcome the deficiencies in our ability to 
feel the need to act.

Affect, Analysis, and the Value of Human Lives

How should we value the saving of human lives? A 
System 2 answer would look to basic principles or 
fundamental values for guidance. For example, Ar-
ticle 1 of the United Nations Universal Declaration 
of Human Rights asserts, “All human beings are born 
free and equal in dignity and rights.” We might infer 
from this that every human life is of equal value. If 
so, the value of saving N lives is N times the value of 
saving one life, as represented by the linear function 
in figure 7.1.

An argument can also be made for judging large 
losses of life to be disproportionately more serious 
because they threaten the social fabric and viability of 
a group or community, as in genocide (fig. 7.2). De-
bate can be had at the margins over whether govern-
ments have a duty to give more weight to the lives of 
their own people, but something approximating the 
equality of human lives is rather uncontroversial.

How do we actually value human lives? Research 
provides evidence in support of two descriptive mod-
els, which are linked to affect and intuitive, System 1 
thinking, that reflect values for lifesaving that are pro-

foundly different from the normative models shown 
in figures 7.1 and 7.2. Both of these descriptive mod-
els demonstrate responses that are insensitive to large 
losses of human life and consistent with apathy to-
ward genocide.

the psychophysical Model

Affect is a remarkable mechanism that enabled hu-
mans to survive the long course of evolution. Before 
there were sophisticated analytic tools such as prob-
ability theory, scientific risk assessment, and cost/
benefit calculus, humans used their senses, honed by 
experience, to determine whether the animal lurking 
in the bushes was safe to approach or the murky water 
in the pond was safe to drink. Simply put, System 1 
thinking evolved to protect individuals and their small 
family and community groups from present, visible, 
immediate dangers. This affective system, however, 
did not evolve to help us respond to distant, mass 
murder. As a result, System 1 thinking responds to 
large- scale atrocities in ways that System 2 delibera-
tion, if activated, finds reprehensible.

Fundamental qualities of human behavior are, of 
course, recognized by others beside scientists. The 
American writer Annie Dillard (1999) cleverly dem-
onstrated the limitation of our affective system as 
she sought to help us understand the humanity of 
the Chinese nation: “There are 1,198,500,000 peo-
ple alive now in China. To get a feel for what this 
means, simply take yourself— in all your singularity, 
importance, complexity, and love— and multiply by 
1,198,500,000. See? Nothing to it” (p. 47, italics 
added).

We quickly recognize that Dillard was joking when 
she asserted “nothing to it.” We know, as she did, that 
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7.1. a normative model for valuing the saving of human 
lives. every human life is of equal value.
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7.2. another normative model: large losses threaten the 
viability of the group or society.
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we are incapable of feeling the humanity behind the 
number 1,198,500,000. The circuitry in our brain is 
not up to this task. This same incapacity was purport-
edly echoed by the Nobel Prize– winning biochem-
ist Albert Szent- Györgyi as he struggled to compre-
hend the possible consequences of nuclear war: “I am 
deeply moved if I see one man suffering and would 
risk my life for him. Then I talk impersonally about 
the possible pulverization of our big cities, with a 
hundred million dead. I am unable to multiply one 
man’s suffering by a hundred million.”

There is considerable evidence that our affective 
responses and the resulting value we place on saving 
human lives may follow the same sort of “psycho-
physical function” that characterizes our diminished 
sensitivity to a wide range of perceptual and cognitive 
entities— brightness, loudness, heaviness, and money—  
as their underlying magnitudes increase.

What psychological principle lies behind this in-
sensitivity? In the nineteenth century, E. H. Weber 
(1834) and Gustav Fechner (1860/1912) discovered 
a fundamental psychophysical principle that describes 
how we perceive changes in our environment. They 
found that people’s ability to detect changes in a 
physical stimulus rapidly decreases as the magnitude 
of the stimulus increases. What is known today as We-
ber’s law states that in order for a change in a stimulus 
to become just noticeable, a fixed percentage must be 
added. Thus, perceived difference is a relative mat-
ter. To a small stimulus, only a small amount must be 
added to be noticeable. To a large stimulus, a large 
amount must be added. Fechner proposed a logarith-
mic law to model this nonlinear growth of sensation. 
Numerous empirical studies by S. S. Stevens (1975) 
have demonstrated that the growth of sensory magni-
tude (ψ) is best fit by a power function of the stimulus 
magnitude ϕ,

ψ= kϕβ,

where the exponent β is typically less than one for 
measurements of phenomena such as loudness, 
brightness, and even the value of money (Galanter, 
1962). For example, if the exponent is 0.5, as it is in 
some studies of perceived brightness, a light that is 
four times the intensity of another light will be judged 
only twice as bright.

Remarkably, the way that numbers are represented 
mentally may also follow the psychophysical func-
tion. Dehaene (1997) described a simple experiment 
in which people are asked to indicate which of two 
numbers is larger: 9 or 8? 2 or 1? Everyone gets the 
answers right, but it takes more time to identify 9 as 
larger than 8 than to indicate 2 is larger than 1. From 
experiments such as this, Dehaene concluded that 
“our brain represents quantities in a fashion not un-

like the logarithmic scale on a slide rule, where equal 
space is allocated to the interval between 1 and 2, 2 
and 4, or between 4 and 8” (p. 76). Numbers 8 and 
9 thus seem closer together or more similar than 1 
and 2.

Our cognitive and perceptual systems seem de-
signed to sensitize us to small changes in our envi-
ronment, possibly at the expense of making us less 
able to detect and respond to large changes. As the 
psychophysical research indicates, constant increases 
in the physical magnitude of a stimulus typically evoke 
smaller and smaller changes in response. Applying this 
principle to the valuing of human life suggests that a 
form of psychophysical numbing may result from our 
inability to appreciate losses of life as they become 
larger (fig. 7.3). The function in figure 7.3 represents 
a value structure in which the importance of saving 
one life is great when it is the first, or only, life saved 
but diminishes marginally as the total number of lives 
saved increases. Thus, psychologically, the importance 
of saving one life is diminished against the background 
of a larger threat— we will likely not “feel” much dif-
ference, nor value the difference, between saving 87 
lives and saving 88.

Kahneman and Tversky (1979) incorporated this 
psychophysical principle of decreasing sensitivity into 
prospect theory, a descriptive account of decision mak-
ing under uncertainty. A major element of prospect 
theory is the value function, which relates subjective 
value to actual gains or losses. When applied to human 
lives, the value function implies that the subjective 
value of saving a specific number of lives is greater for 
a smaller tragedy than for a larger one.

Fetherstonhaugh et al. (1997) demonstrated this 
potential for diminished sensitivity to the value of 
life— that is, psychophysical numbing— in the context 
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of evaluating people’s willingness to fund various life-
saving interventions. In a study involving a hypotheti-
cal grant- funding agency, respondents were asked to 
indicate the number of lives a medical research in-
stitute would have to save to merit receipt of a $10 
million grant. Nearly two- thirds of the respondents 
raised their minimum benefit requirements to warrant 
funding when there was a larger at- risk population, 
with a median value of 9,000 lives needing to be saved 
when 15,000 were at risk, compared to a median of 
100,000 lives needing to be saved out of 290,000 at 
risk. By implication, respondents saw saving 9,000 
lives in the smaller population as more valuable than 
saving ten times as many lives in the larger population.

Other studies in the domain of lifesaving interven-
tions have documented similar psychophysical numb-
ing or proportional reasoning effects (Baron, 1997; 
Bartels and Burnett, 2006; Fetherstonhaugh et al., 
1997; Friedrich et al., 1999; Jenni and Loewenstein, 
1997; Ubel, Baron, and Asch, 2001). For example, 
Fetherstonhaugh et al. (1997) also found that people 
were less willing to send aid that would save 4,500 
lives in Rwandan refugee camps as the size of the 
camps’ at- risk population increased. Friedrich et al. 
(1999) found that people required more lives to be 
saved to justify mandatory antilock brakes on new 
cars when the alleged size of the at- risk pool (annual 
braking- related deaths) increased.

These diverse studies of lifesaving demonstrate that 
the proportion of lives saved often carries more weight 
than the number of lives saved when people evaluate 
interventions. Thus, extrapolating from Fetherston-
haugh et al., one would expect that, in separate evalu-
ations, there would be more support for saving 80% of 
100 lives at risk than for saving 20% of 1,000 lives at 
risk. This is consistent with an affective (System 1) ac-
count, in which the number of lives saved conveys little 
affect but the proportion saved carries much feeling: 
80% is clearly “good” and 20% is “poor.”

Slovic et al. (2004), drawing upon the finding that 
proportions appear to convey more feeling than do 
numbers of lives, predicted (and found) that college 
students, in a between- groups design, would more 
strongly support an airport- safety measure expected 
to save 98% of 150 lives at risk than a measure ex-
pected to save 150 lives. Saving 150 lives is diffusely 
good, and therefore somewhat hard to evaluate, 
whereas saving 98% of something is clearly very good 
because it is so close to the upper bound on the per-
centage scale and hence is highly weighted in the sup-
port judgment. Subsequent reduction of the percent-
age of 150 lives that would be saved to 95%, 90%, and 
85% led to reduced support for the safety measure, 
but each of these percentage conditions still garnered 
a higher mean level of support than did the “save 150 
lives” condition (fig. 7.4).

This research on psychophysical numbing is im-
portant because it demonstrates that the feelings 
necessary for motivating lifesaving actions are not 
congruent with the normative models in figures 7.1 
and 7.2. The nonlinearity displayed in figure 7.3 is 
consistent with the disregard of incremental loss of 
life against a background of a large tragedy. However, 
it does not fully explain apathy toward genocide, be-
cause it implies that the response to initial loss of life 
will be strong and maintained, albeit with diminished 
sensitivity, as the losses increase. Evidence for a sec-
ond descriptive model, better suited to explain apathy 
toward genocide, follows.

Numbers and Numbness: Images and Feeling

Psychological theories and data confirm what keen 
observers of human behavior have long known. Nu-
merical representations of human lives do not neces-
sarily convey the importance of those lives. All too 
often the numbers represent dry statistics, “human 
beings with the tears dried off,” that lack feeling and 
fail to motivate action (Slovic and Slovic, 2004).

How can we impart the feelings that are needed  
for rational action? Attempts to do this typically in-
volve highlighting the images that lie beneath the 

M
ea

n 
su

pp
or

t (
ou

t o
f 2

0)

150

15

10

5

0

Number and percent of 150 lives
98% 95% 90% 85%

10.4

13.6
12.9

11.7
10.9

7.4. airport safety study: saving a percentage of 150 
lives receives higher support ratings than does saving 
150 lives.
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purchase new equipment? the response scale ranged 
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(Data derived from table 23.4, page 408, from chapter 23, "the 
affect Heuristic," Slovic et al., Heuristics and Biases: The Psy-
chology of Intuitive Judgment, edited by thomas Gilovich, Dale 
Griffin and Daniel Kahneman. copyright © 2002, cambridge 
university Press. adapted with permission.)
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numbers. For example, organizers of a rally designed 
to get Congress to do something about 38,000 deaths  
a year from handguns piled 38,000 pairs of shoes in 
a mound in front of the Capitol (Associated Press, 
1994). Students at a middle school in Tennessee, 
struggling to comprehend the magnitude of the Ho-
locaust, collected six million paper clips as a center-
piece for a memorial (Schroeder and Schroeder- 
Hildebrand, 2004). Flags were “planted” on the lawn 
of the University of Oregon campus to represent the 
thousands of American and Iraqi war dead (fig. 7.5).

When it comes to eliciting compassion, the iden-
tified individual victim, with a face and a name, has 
no peer. Psychological experiments demonstrate this 
clearly, but we all know it as well from personal ex-
perience and media coverage of heroic efforts to save 
individual lives. The world watched tensely as rescuers 
worked for several days to rescue 18- month- old Jes-
sica McClure, who had fallen 22 feet into a narrow 
abandoned well shaft. Charities such as Save the Chil-
dren have long recognized that it is better to endow 
a donor with a single, named child to support than to 
ask for contributions to the bigger cause.

Even Adolf Eichmann, complicit in the murder 
of millions of Jews during the Holocaust, exhibited 
an emotional connection to one of his victims after 
being interrogated by the victim’s son for hundreds 
of hours during his 1961 trial in Israel. When the in-
terrogator, Captain Avner Less, reveals to Eichmann 
that his father had been deported to Auschwitz by 
Eichmann’s headquarters, Eichmann cried out, “But 
that’s horrible, Herr Captain! That’s horrible!” (von 
Lang, 1983, p. ix).

But the face need not even be human to moti-
vate powerful intervention. A dog stranded aboard a 
tanker adrift in the Pacific was the subject of one of 
the most costly animal rescue efforts ever (Vedantam, 
2010). Hearing this, the columnist Nicholas Kristof 

(2007) recalled cynically that a single hawk, Pale Male,  
evicted from his nest in Manhattan, aroused more in-
dignation than two million homeless Sudanese. He ob-
served that what was needed to galvanize the Ameri-
can public and their leaders to respond to the genocide  
in Darfur was a suffering puppy with big eyes and 
floppy ears: “If President Bush and the global public 
alike are unmoved by the slaughter of hundreds of 
thousands of fellow humans, maybe our last, best hope 
is that we can be galvanized by a puppy in distress.”

The Collapse of Compassion

In recent years, vivid images of natural disasters in 
Southeast Asia, on the American Gulf Coast, and in 
Haiti and stories of individual victims there brought to 
us through relentless, courageous, and intimate news 
coverage unleashed an outpouring of compassion and 
humanitarian aid from all over the world. Perhaps 
there is hope here that vivid, personalized media cov-
erage featuring victims of genocide could motivate in-
tervention to prevent mass murder and genocide.

Perhaps. Research demonstrates that people are 
much more willing to aid identified individuals than 
unidentified or statistical victims (Jenni and Loewen-
stein, 1997; Kogut and Ritov, 2005a; Schelling, 1968; 
Small and Loewenstein, 2003, 2005). But a caution-
ary note comes from a study by Small, Loewenstein, 
and Slovic (2007), who gave people leaving a psycho-
logical experiment the opportunity to contribute up 
to $5 of their earnings to Save the Children. In one 
condition, respondents were asked to donate money 
to feed an identified victim, a seven- year- old African 
girl named Rokia. They contributed more than twice 
the amount given by a second group asked to donate 
to the same organization working to save millions 
of Africans from hunger (fig. 7.6). Respondents in a 

7.5. Flags depicting american and iraqi war dead.
(reprinted from "affect, moral intuition, and risk," Slovic, Paul, 
and Daniel västfjäll, Psychological Inquiry, 21(4), 1.10.2010. 
reprinted by permission of taylor & Francis ltd.)
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third group were asked to donate to Rokia but were 
also shown the larger statistical problem (millions in 
need) shown to the second group. Unfortunately, 
coupling the statistical realities with Rokia’s story sig-
nificantly reduced the contributions to Rokia. It may 
be that the presence of statistics reduced the attention 
to Rokia essential for establishing the emotional con-
nection necessary to motivate donations.

Alternatively, the recognition of the millions not 
being helped by one’s donation may have produced 
negative affect that inhibited the response.

A follow- up experiment by Small, Loewenstein, 
and Slovic (2007) provided additional evidence for 
the importance of feelings. Before being given the op-
portunity to donate, participants were either primed 
to feel (“Describe your feelings when you hear the 
word baby,” and similar items) or to do simple arith-
metic calculations. Priming analytic thinking (calcu-
lation) reduced donations to the identifiable victim 
(Rokia) relative to the feeling prime. Yet the two 
primes had no distinct effect on statistical victims, 
which is symptomatic of the difficulty in generating 
feelings for such victims.

Annie Dillard read in her newspaper the headline 
“Head Spinning Numbers Cause Mind to Go Slack.” 
She struggled to think straight about the great losses 
that the world ignores: “More than two million chil-
dren die a year from diarrhea and eight hundred 
thousand from measles. Do we blink? Stalin starved 
seven million Ukrainians in one year, Pol Pot killed 
one million Cambodians.” She writes of “compassion 
fatigue” and asks, “At what number do other indi-
viduals blur for me?” (Dillard, 1999, pp. 130– 131).

An answer to Dillard’s question is beginning to 
emerge from behavioral research. Studies by Hamilton 
and Sherman (1996) and Susskind et al. (1999) found 
that a single individual, unlike a group, is viewed as 
a psychologically coherent unit. This leads to more 
extensive processing of information and stronger im-
pressions about individuals than about groups. Con-
sistent with this, Kogut and Ritov (2005a, 2005b) 
found that people tend to feel more distress and com-
passion when considering an identified single victim 
than when considering a group of victims, even if 
identified.

Specifically, Kogut and Ritov asked participants to 
contribute to a costly lifesaving treatment needed by a 
sick child or a group of eight sick children. The target 
amount needed to save the child (children) was the 
same in both conditions. All contributions were actu-
ally donated to children in need of cancer treatment. 
In addition, participants rated their feelings of distress 
(feeling worried, upset, and sad) toward the sick child 
(children).

The mean contributions are shown in figure 7.7. 
Contributions to the individuals in the group, as in-

dividuals, were far greater than were contributions to 
the entire group. Ratings of distress were also higher 
in the individual condition. Kogut and Ritov con-
cluded that the greater donations to the single victim 
most likely stem from the stronger emotions evoked 
by such victims.

Västfjäll, Peters, and Slovic (2010) decided to test 
whether the effect found by Kogut and Ritov would 
occur as well for donations to two starving children. 
Following the protocol designed by Small, Loew-
enstein, and Slovic (2007), they gave one group of 
Swedish students the opportunity to contribute their 
earnings from another experiment to Save the Chil-
dren to aid Rokia, whose plight was described as in 
the study by Small and coworkers. A second group 
was offered the opportunity to contribute their earn-
ings to Save the Children to aid Moussa, a seven- year- 
old boy from Africa who was similarly described as 
in need of food aid. A third group was shown the 
vignettes and photos of Rokia and Moussa and was 
told that any donation would go to both of them, 
Rokia and Moussa. The donations were real and were 
sent to Save the Children. Participants also rated their 
feelings about donating on a scale of 1 (negative) to 5 
(positive). Affect was found to be least positive in the 
combined condition, and donations were smaller in 
that condition (fig. 7.8). In the individual- child con-
ditions, the size of the donation made was strongly 
correlated with rated feelings (r = .52 for Rokia; r = 
.52 for Moussa). However this correlation was much 
reduced (r = .19) in the combined condition.

As unsettling as is the valuation of lifesaving por-
trayed by the psychophysical model, the studies just 
described suggest an even more disturbing psycho-
logical tendency. Our capacity to feel is limited. To 
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the extent that the valuation of lifesaving depends on 
feelings driven by attention or imagery, it might fol-
low the function shown in figure 7.9, where the emo-
tion or affective feeling is greatest at N = 1 but be-
gins to decline at N = 2 and collapses at some higher 
value of N that becomes simply “a statistic.” In other 
words, returning to Dillard’s worry about compassion 
fatigue, perhaps the “blurring” of individuals begins 
at two! Whereas Lifton (1967) coined the term psy-
chic numbing to describe the “turning off ” of feeling 
that enabled rescue workers to function during the  
horrific aftermath of the Hiroshima bombing, fig-
ure 7.9 depicts a form of numbing that is not benefi-
cial. Rather, it leads to apathy and inaction, consistent 
with what is seen repeatedly in response to mass mur-
der and genocide.

The Failure of Moral Intuition

Thoughtful deliberation takes effort. Fortunately evo-
lution has equipped us with sophisticated cognitive 

and perceptual mechanisms that can guide us through 
our daily lives efficiently with minimal need for “deep 
thinking.” We have referred to these mechanisms as 
System 1.

Consider, for example, how we deal with risk. 
Long before we had invented probability theory, risk 
assessment, and decision analysis, there was intuition, 
instinct, and gut feeling, aided by experience, to tell 
us whether an animal was safe to approach or the 
water was safe to drink. As life became more complex 
and we gained more control over our environment, 
analytic ways of thinking, known as System 2, evolved 
to boost the rationality of our experiential reactions. 
Beyond the question of how water looks and tastes, 
we now look to toxicology and analytic chemistry to 
tell us whether the water is safe to drink (Slovic et al., 
2004). But we can still use our feelings as well, an 
easier path.

As with risk, the natural and easy way to deal with 
moral issues is to rely on our intuitions: “How bad is 
it?” Well, how bad does it feel? We can also apply rea-
son and logical analysis to determine right and wrong, 
as our legal system attempts to do. But moral intu-
ition comes first and usually dominates moral judg-
ment unless we make an effort to use judgment to 
critique and, if necessary, override our intuitive feel-
ings (Haidt, 2001, 2007).

Unfortunately, moral intuition fails us in the face 
of genocide and other disasters that threaten human 
lives and the environment on a large scale. As power-
ful as System 1 is, when infused with vivid experien-
tial stimulation (witness the moral outrage triggered 
by the photos of abuse at the Abu Ghraib prison in 
Iraq), it has a darker side. We cannot trust it. It de-
pends upon attention and feelings that may be hard 
to arouse and sustain over time for large numbers of 
victims, not to speak of numbers as small as two. Left 
to its own devices, moral intuition will likely favor in-
dividual victims and sensational stories that are closer 
to home and easier to imagine. It will be distracted by 
images that produce strong, though erroneous, feel-
ings, like percentages as opposed to actual numbers. 
Our sizable capacity to care for others may also be 
overridden by more pressing personal interests. Com-
passion for others has been characterized by Batson 
et al. (1983) as “a fragile flower, easily crushed by 
self concern” (p. 718). Faced with genocide and other 
mass tragedies, we cannot rely on our moral intuitions 
alone to guide us to act properly.

Philosophers such as Peter Singer (2007) and 
Peter Unger (1996), employing very different meth-
ods than psychologists, came to much the same con-
clusions about the unreliability of moral intuitions. 
Unger, after leading his readers through fifty inge-
nious thought experiments, urged them and us to 
think harder to overcome the morally questionable 
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appearances promoted by our intuitive responses. 
These intuitions, he argued, lead us to act in ways 
that are inconsistent with our true “Values,” that is, 
the values we would hold after more careful delibera-
tion: “Folks’ intuitive moral responses to specific cases 
derive from sources far removed from our Values and, 
so, they fail to reflect these Values, often even point-
ing in the opposite direction” (p. 11).

Greene (2008), drawing on data from psychology 
and neuroscience as well as philosophy, attempted to 
explain the problems with intuitions in terms of the 
morally irrelevant evolutionary factors that shaped 
these intuitions. Thus we say it is wrong to abandon a 
drowning child in a shallow pond but okay to ignore 
the needs of millions of starving children abroad. The 
former pushes our emotional buttons whereas the 
latter do not. And this may be because we evolved 
in an environment in which we lived in small groups 
and developed immediate, emotionally based intui-
tive responses to the needs and transgressions of oth-
ers. There was little or no interaction with faraway 
strangers.

Implications for International Law and Policy

Clearly there are many serious obstacles to consistent, 
meaningful intervention to prevent genocide and 
similarly grave abuses. In addition to the more obvi-
ous political, material, and logistical impediments, the 
international community must overcome the psycho-
logical constraints described here. Indeed, the cogni-
tive limitations we identify make it much more dif-
ficult to mobilize global public sentiment in the way 
necessary to overcome the more obvious material and 
logistical constraints. The question is whether and 
how international law and institutions might be re-
formed to account for these cognitive limitations. In 
this section, we will canvass several implications of this 
research for the law and policy of atrocity prevention.

Although we have emphasized the implications of 
this research for the problem of genocide, much of 
the psychological research obviously applies to viola-
tions involving large numbers of victims in general. 
The data are not limited to genocide. The research 
provides insight into the ways in which individuals 
react to mass human rights abuses such as widespread 
arbitrary detentions and denial of a population’s right 
to food. As a consequence, the lessons that are rel-
evant to policy makers and practitioners relate broadly 
to the field of human rights.

Several of the following proposals are ambitious— 
especially those involving a change to the use- of- force 
regime— and that ambition raises questions about 
their political viability. But there are several factors 

that may increase their viability. First, attempts to 
identify and reduce psychic numbing among elector-
ates may produce a political opportunity for insti-
tutional change— that is, to the extent that psychic 
numbing exists and is masking a preference for an-
tigenocide action, unmasking that preference may 
produce powerful political will. Second, political ac-
tors themselves may be more willing to embrace these 
various reforms if the changes are not intended to 
overcome political interests, but instead to overcome 
cognitive failures. The psychological research shows 
a collapse of rational calculation and evaluation that 
causes us to artificially devalue human life. Indeed, 
in some circumstances, the more widespread and sys-
tematic the violation, the weaker the reaction. At bot-
tom, the need for reform should be grounded in an 
understanding that cognitive deficiencies can prevent 
actors from realizing a preference for stopping mass 
human rights violations— even when doing so would 
serve their overall values and interests.

Appreciation of the failure of moral intuition 
should inform the development of new legal rules and 
institutional arrangements concerned with atrocity 
prevention and human rights more generally. Indeed, 
it may only be laws and institutions that can keep us 
on course, forcing us to pursue the hard measures 
needed to combat massive human rights abuses when 
our attention strays and our feelings lull us into com-
placency. We accordingly propose several institutional 
designs to improve international decision making in 
this arena. We discuss several strategies (1) to insu-
late institutions from the effects of psychic numbing;  
(2) to remove or restrict institutional features that 
foster psychic numbing; (3) to promote System 2 
deliberation directly; and (4) to employ System 1 to 
channel actors toward System 2 processes.

Insulate Institutions from the effects of psychic 
Numbing

One approach is to insulate decision- making processes 
from the adverse psychological effects that we have 
identified. For example, policy makers might design 
institutions to be less susceptible to psychic numbing 
or to operate despite the psychological effects on ac-
tors within the institution.

coNstruct default rules aNd PrecommitmeNt 
DevICes

The international regime could construct precommit-
ment enforcement strategies to deal with genocide 
and other human rights atrocities of similar scale. 
Consider a few options: the UN Security Coun-
cil could preauthorize, subject perhaps to an ex post 
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council override, the use of force in any situation in 
which atrocities reach a certain scale. Another possi-
bility is that the Security Council could order (rather 
than authorize) all member states to take coercive ac-
tion once the commission of atrocities reached a cer-
tain level. Alternatively, states could conclude a treaty 
in which state parties would preinvite foreign inter-
vention and/or UN peacekeepers in the event that 
genocide occurs on their own territory.

Similarly, the psychological evidence provides a 
powerful reason for supporting the responsibility 
to protect, an emerging doctrine that shifts from a 
right of states to a duty of states to intervene in an-
other country to stop an atrocity (Wheeler, 2005). 
The novelty of the responsibility to protect is that 
states are under an affirmative obligation— not just a 
license— to intervene once the Security Council has 
authorized such action. The psychological findings 
provide an independent and unique reason to place 
pressure on states in the form of this legal responsibil-
ity. The starting point should favor intervention (at 
the very least when the Security Council has deter-
mined force is appropriate).

Other precommitment strategies could be imple-
mented to insulate institutions from the effects of 
psychic numbing with respect to human rights more 
generally. Aside from the use- of- force regime, mul-
tilateral organizations could preauthorize economic 
sanctions on the part of their member states. Nations 
could pass domestic legislation that triggers such 
sanctions or automatically increases foreign aid in the 
event of a humanitarian catastrophe (and could per-
haps require repeal of such aid by a supermajority). 
States could preauthorize UN Special Rapporteurs to 
visit their country in the event of mass human rights 
violations. In all these instances, multilateral bodies, 
foreign countries, and the affected nation might be 
ill equipped— without the assistance of a precommit-
ment device— to confront a situation after deaths and 
deprivations begin to mount.

Questions about whether and how to intervene in 
ongoing conflicts— militarily, economically, etc.— tend 
to occupy the field of the genocide- response debate, 
and one appealing feature of the psychic numbing 
literature is that it may offer a simple metric for de-
termining when to intervene. Say, for example, that 
valuations of life begin to drop off significantly after 
10 deaths. At 10 deaths, a preauthorized UN investi-
gation would automatically be triggered (implement-
ing new reporting methods, as discussed below); at 
100 deaths, that investigatory body would immedi-
ately acquire certain authorities. These lockstep provi-
sions can be justified on the grounds that any more- 
subjective metric raises the risk of psychic numbing. If 
such a system could be implemented, it could limit the 

opportunity for genocidaire states to stall international 
intervention under the guise of diplomatic debate.

emPhasize early WarNiNg aNd PreveNtive actioN

Another approach is to act before psychic numbing 
sets in. Apart from the fact that prevention is in many 
ways easier, less costly, and less difficult than inter-
vention (Hamburg, 2008), reaction strategies must 
necessarily overcome the psychic numbing generated 
by the instant crisis. This insight recommends a range 
of law and policy options including more vigorous in-
ternational monitoring or intervention in situations 
likely to generate wide- scale atrocities (e.g., civil wars, 
military coups, etc.) or even “anticipatory” humani-
tarian intervention (Richter and Stanton, n.d.). It 
recommends establishing a general, preventive disclo-
sure mechanism to preclude trafficking in resources 
that are at risk for funding human rights abuses, as a 
recent U.S. law attempts to do for conflict minerals 
in Congo. It also calls for greater financial and po-
litical support for criminal trials— if that instrument 
can be expected to deter future violations or to help 
halt cycles of violence. Prevention and reaction strat-
egies need not be mutually exclusive. Early- warning 
systems could feasibly be triggered after low numbers 
of deaths, but such triggers need not be more than an 
investigatory panel to assess the risks of the current 
situation, both for future harm and also the risk of 
psychic numbing as the situation develops. That is, 
early- warning systems can emphasize both prevention 
and preparation— in this case preparation for numb-
ing effects.

emPoWer iNstitutioNs aNd actors less likely to 
suCCuMb to psyChIC NuMbINg

Psychological research also provides good reasons to 
support a form of subsidiarity within the humanitar-
ian rights and use- of- force regime. Regional and local 
actors who are closer to the situation are more likely 
to overcome System 1 limitations in comprehending 
the gravity of an atrocity. Accordingly, international 
law might provide regional organizations (e.g., the 
Economic Community of West African States, the Af-
rican Union) greater leeway to use force to stop geno-
cide before or even without Security Council action. 
The objective here is to create a one- way ratchet— 
providing more proximate and local actors an option 
to intervene without complete international backing. 
The design would not work the other way; that is, to 
provide regional actors the authority to bar outside 
intervention by the international community.

Regional actors could also be empowered in inter-
governmental settings involving enforcement measures  
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that do not entail the use of force. Examples of such 
enforcement measures include formal resolutions 
condemning a state for extremely poor human rights 
conditions, the creation of a special rapporteur to 
monitor the country, the ouster of a state from an in-
tergovernmental organization, and the imposition of 
economic sanctions. Voting rules could be fashioned 
whereby such measures would be adopted either if a 
majority of state parties approves or if a supermajority 
of states from the relevant region approve. For ex-
ample, the imposition of sanctions against Zimbabwe 
could be approved either (1) by a majority of all state 
parties to an international organization or (2) by ap-
proval of three- quarters of the African states even if 
a majority of the whole does not agree. Once again, 
these devices are intended to function as a one- way 
ratchet. Such a design principle would be important 
because of other political and psychological reasons 
that regional actors may otherwise protect their 
neighbors from enforcement actions.

Outside monitoring and independent interna-
tional review are key components of the international 
regime. The foregoing discussion suggests that, in 
fact, outside reviewers may be more susceptible to 
numbing effects. Responding by empowering local 
actors to conduct investigations may not solve the 
numbing problem but may instead replace it with a 
neutrality problem if the local actors are less likely 
than their international counterparts to be impartial 
observers. One potential solution would be to turn to 
intermediate actors— regional bodies or hybrid local- 
international bodies. Another would be to train, to 
the extent possible, the relevant rapporteurs to rec-
ognize and counter the risks of psychic numbing. 
But however the problem is addressed, institutional 
capacities must be assessed and— although it is not 
currently recognized as such— psychic numbing is a 
relevant factor to consider in making this assessment.

remove or restrict Institutional Features that Foster 
psychic Numbing

ChaNge the MethoD aND CoNteNt oF huMaN rIghts 
reportINg

By challenging the assumption that information makes 
positive change more likely, the research presented in 
this chapter calls into question one of the strategic 
pillars of human rights advocacy. Documentation— 
including the presentation of data showing mass and 
systematic violations— is often thought to raise aware-
ness. Efforts by international organizations to docu-
ment mass human rights violations typically focus on 
the widespread nature of violations rather than on 
narratives or other information about the individuals 

who have been harmed. Statistics prevail over stories. 
A good example of this is the Darfur Atrocities Docu-
mentation Project (Totten, 2006), which compiled a 
database of over 10,000 eye- witnessed incidents but 
reported mostly the percentages of different types of 
abuses.

International legal procedures amplify the prob-
lem. First, consider the strict page limitations that 
exist for reports to the UN Human Rights Council. 
These page constraints apply to reports by nongov-
ernmental organizations as well as to those by UN 
human rights officials. As a result, the authors of the 
reports condense information into compact pieces of 
data and are unable to delve deeply into descriptions 
of individuals’ lives. Under these pressures, statistics 
are also considered an efficient method for conveying 
information. Second, in official settings little oppor-
tunity exists for conveying information in the form 
of visual media. Third, important international legal 
forums impose either an expressed or implicit require-
ment that violations meet a quantitative threshold 
(UN Human Rights Council’s 1503 Complaints Pro-
cedure), which incentivizes advocates to frame their 
appeal through the representation of large numbers of 
cases. It is not difficult to conceive of innovations to 
repair these problems. Procedural and substantive re-
quirements could be softened or exceptions could be 
made to expand the forms of information conveyance.

reCoNsIDer huMaN rIghts INDICators

Many now call for the use of quantitative indicators 
in global governance (e.g., measures of good gover-
nance by the World Bank; see, e.g., Davis, Kingsbury, 
and Merry, 2010). The psychological research docu-
mented here suggests that significant perverse effects 
may result from the production, collection, and circu-
lation of quantitative human rights indicators. Actors 
involved in these processes may become desensitized 
to human rights violations, and such processes often 
involve some of the most important actors within 
government and civil society. These effects may not 
be a sufficient basis to abandon or restrict indicators; 
however, in the emerging debate about their utility, 
these risks should be carefully considered.

Nevertheless, indicators can prove invaluable for 
monitoring and responding to psychic numbing. 
First, indicators can provide a valuable tool for track-
ing the likelihood of numbing effects— the larger the 
numbers involved, the greater the risks. Second, we 
can acknowledge the possibility that indicators might 
induce numbing without abandoning their use. In-
stead, we must be mindful of the difference between 
the collection of data and its final presented form. 
Data collection and data reporting could be done 
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by different agencies, and data collectors should be 
guarded against numbing effects and also trained to 
look for stories that can serve to illustrate the signifi-
cance of a given atrocity.

recoNsider substaNtive elemeNts of humaN  
rights laW

Even the substantive law of genocide might be con-
sidered problematic since it conceptualizes genocide 
as a collective or group injury rather than as harm 
to individuals. As a result of the legal definition, the 
discourse surrounding the presentation of grievances 
may focus too extensively on the group- based harms. 
In this light, it is instructive to reflect on the charac-
terization by a Holocaust survivor, Abel Hertzberg: 
“There were not six million Jews murdered: there was 
one murder, six million times” (U.S. Holocaust Me-
morial Museum, 2005).

The definition of crimes against humanity raises 
a similar concern. Generally defined as a “widespread 
and systematic” attack against a civilian population, 
the elements of the crime might emphasize the rep-
resentation of aggregate numbers rather than of in-
dividual cases. The particular definition of crimes 
against humanity in the UN Statute for the Rwanda 
Tribunal includes an unusual requirement: that the 
attack be directed against a “civilian population on 
national, political, ethnic, racial or religious grounds.” 
That definition (which was altered in the treaty for 
the International Criminal Court) is subject to some 
of the same concerns as the group- based focus of 
genocide.

employ system 1 to activate and support system 2 
processes

Despite the limitations of System 1 noted above, we 
should nevertheless attempt to bolster it, at least so it 
can motivate support for efforts based on System 2. 
Such attempts should capitalize on the findings de-
scribed earlier demonstrating that we care most about 
aiding individual people in need, even more so when 
we can attach a name and a face to them.

aFFeCtIve IMagery

The data in this chapter present a striking irony: in an 
effort to emphasize objective facts, the human rights 
regime risks losing its ability to connect with sympa-
thizers on a human level. To be sure, we do not ad-
vocate wholesale abandonment of current reporting 
mechanisms or the exclusive adoption of emotion- 
laden stories. After all, the goal of overcoming psy-

chic numbing is to better calibrate our interventions 
to the scale of the atrocities that we face. But there is 
ample room for the future of human rights reporting 
to exhibit mixed methodologies.

The increasing availability of mixed media may 
help in this regard. As people post visceral digital con-
tent depicting human rights abuses, audiences may 
exhibit responses that otherwise had been masked by 
numbing effects. In April 2010, the website Wikileaks 
posted video of U.S. soldiers firing indiscriminately 
upon civilians in Iraq, creating a media and politi-
cal uproar. Dozens of news reports had already re-
ported on the problem of indiscriminate targeting, 
none of which garnered the same attention as the 
online video. The same phenomenon can be said of 
the Abu Ghraib prisoner abuse scandal— during the 
entire U.S. occupation of Iraq, nothing created the 
same backlash as the release of the photos of prisoner 
mistreatment, despite several reports that, although 
less colorful, suggested much more violent and more 
widespread practices.

Thus, one possibility is to infuse human rights 
reporting with powerful affective imagery, such as 
that associated with Hurricane Katrina, the South-
east Asian tsunami, and the earthquake in Haiti. This 
would require pressure on the media to report the 
slaughter of innocent people aggressively and vividly. 
Another way to engage our experiential system would 
be to bring people from abused populations into our 
communities and our homes to tell their stories.

Above we discussed the disadvantages of reports 
that focus on the numbers of violations. While it is 
obviously necessary to document the scope of such 
atrocities, neglecting the stories of individuals cer-
tainly contributes to numbing. Human rights advo-
cates should reorient the documentation and report-
ing of abuses to prompt System 1 thinking. In some 
cases, in- depth narratives and visual personal stories 
describing the predicament of individual victims 
should be emphasized instead of more abstract de-
scriptions of the scale of abuses— that is, stories over 
statistics.

At the same time, scale and systematicity presum-
ably remain important for calibrating the appropriate 
response to any human rights problem. As a conse-
quence, human rights documentation should not 
abandon the reporting of scale and system- level ef-
fects. The central challenge of applying the psycho-
logical research to human rights advocacy is iden-
tifying when or how many “statistics” and when or 
how much “storytelling” should be employed in the 
documentation and reporting of abuses. Arresting 
visual displays (such as that shown in fig. 7.5) and 
photographs of victims and atrocities should be in-
cluded in the reporting and in the publicly distributed 
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information presented by human rights advocates. 
Indeed, the future success of the human rights move-
ment requires training not only advocates skilled in 
documenting large numbers of cases and professionals 
skilled in quantitative methods, but also profession-
als skilled in composing and representing narratives 
about the lives of individual victims. A good example 
of a policy report that was turned into a powerful nar-
rative is the 9/11 Commission Report (National Com-
mission on Terrorist Attacks Upon the United States, 
2004), which was written by professional writers and 
published by a major publishing house, both of which 
contributed to its wide public consumption. Unique 
for a policy report, it was a best seller in 2004 and a 
finalist for the National Book Award.

On this last point, Paul Farmer (2005) wrote elo-
quently about the power of images, narratives, and 
first- person testimony to overcome our “failure of 
imagination” in contemplating the fate of distant, suf-
fering people. Such documentation can, he asserted, 
render abstract struggles personal and help make 
human rights violations “real” to those unlikely to 
suffer them. But he is aware, as well, of the limitations 
of this information. He quoted Susan Sontag (2003), 
who cautioned that “as one can become habituated 
to harm in real life, one can become habituated to 
the harm of certain images” (p. 82). Sparking emo-
tion with testimony and photographs, Farmer argued, 
is one thing; “linking them effectively, enduringly, to 
the broader project of promoting basic rights . .  . is 
quite another” (p. 185). In short, he said, “serious 
social ills require in- depth analyses” (p. 185).

Further caveats about the use of atrocity images 
were expressed by Zelizer (1998), who argued that 
the recycling of images, such as photos of starving 
children in refugee camps, bears an eerie resemblance 
to photos from the Holocaust, which undermine their 
novelty and immediacy and can dull our responses. 
Similarly, Just (2008), reviewing the plethora of excel-
lent books and movies on Darfur, observed that the 
horror they vividly depict should disgust us, but

one effect of the extraordinary amount of knowl-
edge we have about Darfur is that these stories 
eventually run together and lose their power to 
shock. . . . Repetition eventually numbs the moral 
imagination. . . . It is a terrible thing to admit, 
but the more information we consume about 
Darfur, the less shocking each piece of new infor-
mation seems. . . . Ignorance is not the only ally 
of indifference; sometimes knowledge, too, blunts 
the heart and the will. (p. 41)

Another serious concern is the distributional ef-
fects of information conveyance that relies on images, 
narratives, and storytelling. The types of individuals 

and lifestyles that will trigger emotional connections 
may be implicitly affected by race, sexual orientation, 
gender, class, and the like. One must be especially 
concerned about a medium in which culturally disem-
powered groups often lose to more “compelling” sto-
ries of popular and culturally similar groups. Consider 
the case of Darfurees and the American news media. 
According to the Tyndall Report, which monitors 
American television coverage, ABC News allotted 
a total of 18 minutes on the Darfur genocide in its 
nightly newscasts in 2004, NBC had only 5 minutes, 
and CBS only 3 minutes. Martha Stewart received 
vastly greater coverage, as did Natalee Holloway, the 
American girl missing in Aruba.

victim emPoWermeNt

Another domain is victim empowerment. Where Sys-
tem 2 processes are systematically lacking, victims  
could be empowered to trigger a range of institu-
tional responses such as initiating international court 
proceedings, placing an issue on the agenda of an in-
ternational political body, or making a presentation as 
part of the deliberative process. Human rights organi-
zations, including the UN Office of the High Com-
missioner for Human Rights, could personally involve 
victims in making such presentations or reading their 
organization’s statement before such bodies. In the 
abstract, such measures risk biasing decision makers 
toward System 1 emotional responses, which would 
be inappropriate in certain decision- making forums. 
Regime designers would need to consider the condi-
tions for crafting such interventions primarily to prod 
System 2 mechanisms into action when they are oth-
erwise deficient.

Directly promote system 2 Deliberation

Even when System 1’s moral intuitions are distorted, 
human cognition can rely on the rational, deliberative 
mode of thinking characteristic of System 2. Where 
emotion and affect let us down, we still can be spurred 
into action if we can trigger a deliberative process ca-
pable of weighing the costs and benefits of possible 
intervention options. In short, institutional design 
should focus on ways to directly engage System 2 in 
the consideration of mass human rights violations.

The role of psychology in mediating our reactions 
to genocide may suggest the promise of a supplemen-
tal remedy, one that, paradoxically, is actually quite 
modest on its face— a “less is more” approach to the 
international legal regime combating genocide. Rather 
than solely focusing on obligations to act, interna-
tional and domestic law should also require actors to 
deliberate and reason about actions to take in response 
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to genocide, thereby engaging System 2 cognition in 
order to overcome psychic numbing. The obligation 
to deliberate should apply to omissions (e.g., the fail-
ure to respond meaningfully to a genocide) as well 
as to acts. Psychological research indicates that this 
simple act of reasoned decision making may help over-
come cognitive obstacles to intervention.

Can legal institutions in fact promote deliberation, 
either among policy makers or among the general pub-
lic? Although the law is typically conceived as being 
concerned with action and not deliberation, institu-
tional designers have taken just such an approach in a 
number of areas of law and policy, seeking to promote 
better outcomes not just by regulating the end result 
of the decision- making process but by regulating the 
process itself as well. One important example is the 
legal requirement in many countries that governmen-
tal agencies produce environmental impact statements 
before taking actions that might have deleterious en-
vironmental effects. These procedural requirements 
are often self- consciously deliberation- forcing mecha-
nisms: they do not bar agency action that would harm 
the environment; they simply require that these effects 
be considered. And while the success of such laws in 
actually altering outcomes has been debated, advo-
cates for the environment have at least taken them 
seriously enough to push for enforcement of such re-
quirements in the courts, even without a guarantee 
that the ultimate policy decision will be affected.

A more broadly applicable example from U.S. ad-
ministrative law is the requirement that cost- benefit 
analysis be performed in the course of deciding 
whether to regulate or to not regulate. While cost- 
benefit analysis was initially considered a means for 
achieving deregulatory results, recent developments 
in the administrative state have illustrated the analy-
sis’s potential for promoting the consideration of 
beneficial regulations (Hahn and Sunstein, 2002). 
Applied without a deregulatory bias, this policy might 
be viewed as a deliberation- forcing rule to insure 
that the government does not fail to consider po-
tential welfare- promoting actions. Consider another 
example of deliberation- forcing devices in legislative 
affairs. In the landmark case Doctors for Life Inter-
national (2006), the South African Constitutional 
Court enforced a constitutional provision requiring 
participatory democracy by ordering the legislature 
to hold public hearings and debates. The court drew 
inspiration from similar constitutional requirements 
in other countries. All of these examples demonstrate 
a concern with the quality of deliberation given to 
controversial government decisions and manifest an 
expectation that improved deliberation can result in 
improved decisions, even without mandating what 
the final decision itself must be.

These examples indicate that pursuing a deliber-
ation- forcing approach to antigenocide efforts would 
not be unprecedented as a supplemental legal tool 
designed to overcome the cognitive obstacles in the 
way of interventions. Moreover, because it requires 
“only” deliberation, states may be more willing to 
take on such obligations. At the international level, 
an additional protocol to the Genocide Convention 
could compel states to respond to genocide by pro-
ducing a detailed action plan, factoring in the likely 
costs and benefits of different types of intervention. 
At regular intervals, states could be required to justify 
their failure to act based on an updated assessment of 
costs and benefits. And the treaty could require high- 
visibility public presentation of these findings before 
both international and domestic audiences. The re-
porting requirements could also specify engagement 
at both the elite decision- making level (e.g., requiring 
the participation of the security establishment) and 
involvement at the popular level (e.g., requiring dis-
semination of information and hearings designed to 
reach the public). In addition, the UN Security Coun-
cil could create a genocide committee to monitor and 
receive state reports and to ensure that state reports 
are timely and do not constitute foot- dragging. Such 
a committee would be analogous to the 1540 Com-
mittee, which was established to monitor and coordi-
nate national nonproliferation efforts. Finally, at the 
national level, legislatures and executives can require 
hearings and reports evaluating the costs and benefits 
of intervention and nonintervention. The important 
point is that a procedural obligation to deliberate may 
be less onerous but more likely to yield meaningful 
substantive responses in the advent of genocide.

Conclusion

Drawing upon behavioral research and common 
observation, we argue here that we cannot depend 
only upon our moral intuitions to motivate us to 
take proper action against genocide and mass abuse 
of human rights. This analysis places the burden of 
response squarely upon moral argument and interna-
tional law. The genocide convention was supposed to 
meet this need, but it has not been effective. It is time 
to reexamine this failure in light of the psychological 
deficiencies described here and design legal and insti-
tutional mechanisms that will compel us to respond 
to genocide and other mass harms with a degree of 
intensity that is commensurate with the high value we 
place on individual human lives.

The stakes are high. Failure to overcome psychic 
numbing may condemn us to witness another century 
of genocide and mass abuses of innocent people.



140   •   social iNteractioNs

Notes

Portions of this chapter appeared earlier in the paper “If 
I Look at the Mass I Shall Never Act: Psychic Numbing and 
Genocide,” which was published in Judgment and Deci-
sion Making (2007, 2, 79– 95). We wish to thank the Wil-
liam and Flora Hewlett Foundation and its president, Paul 
Brest, for support and encouragement in the research that 
has gone into this chapter. Additional support has been pro-
vided by the National Science Foundation through Grants 
SES- 0649509 and SES- 1024808. Many individuals have 
provided constructive criticisms and helpful suggestions on 
this work as well as other intellectual and logistical support. 
Among the many, Ellen Peters and Daniel Västfjäll deserve 
special thanks. Finally, this chapter has benefited greatly from 
the advice and comments of Dan Ariely and Cass Sunstein. 
David Zionts currently serves as Special Advisor to the Legal 
Adviser, U.S. Department of State. The views expressed here 
are his own and do not necessarily reflect those of the U.S. 
Department of State or the U.S. Government.

References

Associated Press. (1994, September 21). 38,000 shoes 
stand for loss in lethal year. Register- Guard (Eugene, 
OR), pp. 6A.

Baron, J. (1997). Confusion of relative and absolute risk 
in valuation. Journal of Risk and Uncertainty, 14, 
301– 309.

Barrett, L. F., and Salovey, P. (Eds.) (2002). The wisdom in 
feeling. New York: Guildford.

Bartels, D. M., and Burnett, R. C. (2006). Proportion 
dominance and mental representation: Construal of 
resources affects sensitivity to relative risk reduction. 
Unpublished manuscript. Northwestern University, 
Evanston, IL.

Batson, C. D. (1990). How social an animal? The human 
capacity for caring. American Psychologist, 45, 
336– 346.

Batson, C. D., O’Quin, K., Fultz, J., Vanderplas, M., and 
Isen, A. (1983). Self- reported distress and empathy 
and egoistic versus altruistic motivation for help-
ing. Journal of Personality and Social Psychology, 45, 
706– 718.

Clark, M. S., and Fiske, S. T. (Eds.) (1982). Affect and cog-
nition. Hillsdale, NJ: Erlbaum.

Coke, J. S., Batson, C. D., and McDavis, K. (1978). Em-
pathic mediation of helping: A two- stage model. Jour-
nal of Personality and Social Psychology, 36, 752– 766.

Dallaire, R. (2005). Shake hands with the devil: The failure 
of humanity in Rwanda. New York: Carrol and Graf.

Davis, K. E., Kingsbury, B., and Merry, S. E. (2010). In-
dicators as a technology of global governance (Report 
No. 2010/2). Retrieved from Institute for Interna-

tional Law and Justice website: http://www.iilj.org/
publications/2010-2.Davis-Kingsbury-Merry.asp

Dehaene, S. (1997). The number sense: How the mind cre-
ates mathematics. New York: Oxford University Press.

Dickert, S., and Slovic, P. (2009). Attentional mechanisms 
in the generation of sympathy. Judgment and Decision 
Making, 4, 297– 306.

Dillard, A. (1999). For the time being. New York: Alfred A. 
Knopf.

Doctors for Life International v. Speaker of the National 
Assembly and Others, 12 BCLR 1399 (2006).

Eisenberg, N., and Miller, P. (1987). Empathy and proso-
cial behavior. Psychological Bulletin, 101, 91– 119.

Epstein, S. (1994). Integration of the cognitive and the 
psychodynamic unconscious. American Psychologist, 
49(8), 709– 724.

Farmer, P. (2005, March). Never again? Reflections on 
human values and human rights. The Tanner Lectures 
on Human Values. Salt Lake City: University of Utah. 
Retrieved from http://www.tannerlectures.utah.edu/
lectures/documents/Farmer_2006.pdf

Fechner, G. T. (1912). Elements of psychophysics. Classics 
in the history of psychology. Retrieved from http://
psychclassics.yorku.ca/Fechner/ (Original work 
published 1860)

Fetherstonhaugh, D., Slovic, P., Johnson, S. M., and Fried-
rich, J. (1997). Insensitivity to the value of human 
life: A study of psychophysical numbing. Journal of 
Risk and Uncertainty, 14(3), 283– 300.

Forgas, J. P. (Ed.) (2000). Feeling and thinking: The role 
of affect in social cognition. Cambridge: Cambridge 
University Press.

Friedrich, J., Barnes, P., Chapin, K., Dawson, I., Garst, V., 
and Kerr, D. (1999). Psychophysical numbing: When 
lives are valued less as the lives at risk increase. Journal 
of Consumer Psychology, 8, 277– 299.

Galanter, E. (1962). The direct measurement of utility and 
subjective probability. American Journal of Psychology, 
75, 208– 220.

Glover, J. (2001). Humanity: A moral history of the twenti-
eth century. New Haven, CT: Yale University Press.

Greene, J. D. (2008). The secret joke of Kant’s soul. In W.  
Sinnott- Armstrong (Ed.), The neuroscience of moral-
ity: Emotion, brain disorders, and development (Vol. 3,  
pp. 35– 79). Cambridge, MA: MIT Press.

Hahn, R., and Sunstein, C. (2002). A new executive order 
for improving federal regulation? Deeper and wider 
cost- benefit analysis. University of Pennsylvania Law 
Review, 150, 1489– 1552.

Haidt, J. (2001). The emotional dog and its rational tail: 
A social intuitionist approach to moral judgment. 
Psychological Review, 108(4), 814– 834.

———. (2007). The new synthesis in moral psychology. 
Science, 316, 998– 1002.

Hamburg, D. A. (2008). Preventing genocide: Practical 



Psychic NumbiNg aNd mass atrocity   •   141

steps toward early detection and effective action. Boul-
der, CO: Paradigm.

Hamilton, D. L., and Sherman, S. J. (1996). Perceiving 
persons and groups. Psychological Review, 103(2), 
336– 355.

Jenni, K. E., and Loewenstein, G. (1997). Explaining the 
“identifiable victim effect.” Journal of Risk and Un-
certainty, 14, 235– 257.

Just, R. (2008, August 27). The truth will not set you free: 
Everything we know about Darfur, and everything 
we’re not doing about it. New Republic, pp. 36– 47.

Kahneman, D. (2003). A perspective on judgment and 
choice: Mapping bounded rationality. American 
Psychologist, 58, 697– 720.

Kahneman, D., and Frederick, S. (2002). Representative-
ness revisited: Attribute substitution in intuitive judg-
ment. In T. Gilovich, D. Griffin, and D. Kahneman 
(Eds.). Heuristics and biases (pp. 49– 81). Cambridge: 
Cambridge University Press.

Kahneman, D., and Tversky, A. (1979). Prospect theory: 
An analysis of decision under risk. Econometrica, 47, 
263– 291.

Kogut, T., and Ritov, I. (2005a). The “identified victim” 
effect: An identified group, or just a single individual? 
Journal of Behavioral Decision Making, 18, 157– 167.

———. (2005b). The singularity of identified victims in 
separate and joint evaluations. Organizational Behav-
ior and Human Decision Processes, 97, 106– 116.

Kristof, N. D. (2007, May 10). Save the Darfur puppy. New  
York Times. Retrieved from http://select.nytimes 
.com/2007/05/10/opinion/10kr istof.html

Le Doux, J. (1996). The emotional brain. New York: 
Simon and Schuster.

Lifton, R. J. (1967). Death in life: Survivors of Hiroshima. 
New York: Random House.

Loewenstein, G., Weber, E. U., Hsee, C. K., and Welch,  
E. S. (2001). Risk as feelings. Psychological Bulletin, 
127, 267– 286.

Mowrer, O. H. (1960). Learning theory and behavior. New 
York: John Wiley and Sons.

National Commission on Terrorist Attacks Upon the United  
States. (2004). The 9/11 Commission Report. Re-
trieved from http://www.9-11commission.gov/

Richter, E., and Stanton, G. (n.d.). The precautionary prin-
ciple: A brief for the Genocide Prevention Task Force. 
Retrieved from http://www.genocidewatch.org/ 
resources/bydrgreg orystanton.html

Schelling, T. C. (1968). The life you save may be your 
own. In S. B. Chase, Jr. (Ed.), Problems in public 
expenditure analysis (pp. 127– 176). Washington, DC: 
Brookings Institution.

Schroeder, P., and Schroeder- Hildebrand, D. (2004). Six 
million paper clips: The making of a children’s holo-
caust museum. Minneapolis: Kar- Ben Publishing.

Singer, P. (2007, March). Should we trust our moral intu-

itions? Project Syndicate. Retrieved from http://www 
.utilitarian.net/singer/by/200703--.htm

Slovic, P., Finucane, M. L., Peters, E., and MacGregor, D. G.  
(2002). The affect heuristic. In T. Gilovich, D. Grif-
fin, and D. Kahneman (Eds.), Heuristics and biases: 
The psychology of intuitive judgment (pp. 397– 420). 
New York: Cambridge University Press.

———. (2004). Risk as analysis and risk as feelings: Some 
thoughts about affect, reason, risk, and rationality. 
Risk Analysis, 24, 1– 12.

Slovic, S., and Slovic, P. (2004). Numbers and nerves: To-
ward an affective apprehension of environmental risk. 
Whole Terrain, 13, 14– 18.

Small, D. A., and Loewenstein, G. (2003). Helping a vic-
tim or helping the victim: Altruism and identifiability. 
Journal of Risk and Uncertainty, 26, 5– 16.

———. (2005). The devil you know: The effects of 
identifiability on punishment. Journal of Behavioral 
Decision Making, 18, 311– 318.

Small, D. A., Loewenstein, G., and Slovic, P. (2007). Sym-
pathy and callousness: The impact of deliberative 
thought on donations to identifiable and statistical vic-
tims. Organizational Behavior and Human Decision 
Processes, 102, 143– 153.

Sontag, S. (2003). Regarding the pain of others. New York: 
Farrar, Straus and Giroux.

Stanovich, K. E., and West, R. F. (2000). Individual dif-
ferences in reasoning: Implications for the rationality 
debate? Behavioral and Brain Sciences, 23, 645– 726.

Stevens, S. S. (1975). Psychophysics. New York: Wiley.
Susskind, J., Maurer, K., Thakkar, V., Hamilton, D. L. and 

Sherman, J. W. (1999). Perceiving individuals and 
groups: Expectancies, dispositional inferences, and 
causal attributions. Journal of Personality and Social 
Psychology, 76(2), 181– 191.

Tomkins, S. S. (1962). Affect, imagery, and consciousness: 
Vol. 1. The positive affects. New York: Springer.

———. (1963). Affect, imagery, and consciousness: Vol. 2. 
The negative affects. New York: Springer.

Totten, S. (Ed.). (2006). Genocide in Darfur: Investigat-
ing the atrocities in the Sudan. New York: Routledge.

Ubel, P. A., Baron, J., and Asch, D. A. (2001). Preference 
for equity as a framing effect. Medical Decision Mak-
ing, 21, 180– 189.

Unger, P. (1996). Living high and letting die: Our illusion 
of innocence. New York: Oxford University Press.

U. S. Holocaust Memorial Museum. (2005). Life after the 
Holocaust: Thomas Buergenthal— Personal history. 
Retrieved from http://www.ushmm.org/wlc/en/
media_oi.php?ModuleId=10007192&MediaId=5603

Van Berkum, J.J.A., Holleman, B., Nieuwland, M., Otten, 
M., and Murre, J. (2009). Right or wrong? The 
brain’s fast response to morally objectionable state-
ments. Psychological Science, 20, 1092– 1099. doi: 
10.1111/j.1467- 9280.2009.02411.x



142   •   social iNteractioNs

Västfjäll, D., Peters, E., and Slovic, P. (2010). Compassion 
fatigue: Donations and affect are greatest for a single 
child in need. Manuscript in preparation.

Vedantam, S. (2010). The hidden brain: How our uncon-
scious minds elect presidents, control markets, wage 
wars, and save our lives. New York: Spiegel and Grau.

von Lang, J. (Ed.). (1983). Eichmann interrogated: Tran-
scripts from the archives of the Israeli police. New York: 
Farrar, Straus and Giroux.

Weber, E. H. (1834). De pulsu, resorptione, auditu et 
tactu. Leipzig: Koehler.

Wheeler, N. J. (2005). A victory for common humanity? 
The responsibility to protect and the 2005 World 
Summit. Journal of International Law and Interna-
tional Relations, 2, 95– 105.

Zajonc, R. B. (1980). Feeling and thinking: Preferences 
need no inferences. American Psychologist, 35, 
151– 175.

Zelizer, B. (1998). Remembering to forget: Holocaust 
memory through the camera’s eye. Chicago: University 
of Chicago Press.



Chapter 8

Eyewitness Identification and the 
Legal System
NaNcy K. Steblay

elizabeth F. loFtuS

Anthony Capozzi was completely exonerated in 2007 
from his earlier rape convictions, just one of nine-
teen wrongfully convicted persons exonerated of 
their crimes in that year alone through work of the 
Innocence Project. At the trial in 1987, the victims 
positively identified the Buffalo New York man as 
their attacker, and Capozzi, convicted of two rapes, 
spent the next twenty years in prison. Postconviction 
DNA testing of evidence that had been collected 
from the victims back in 1985 and saved in a hos-
pital drawer proved that the real rapist, a man cur-
rently awaiting trial for murder, had committed the 
crimes for which Capozzi served time. On its web-
site, the Innocence Project reports Capozzi’s case and 
over 200 other wrongful convictions overturned by 
DNA evidence (http://www.innocenceproject.org/
Content/488.php).

How were two- hundred- plus innocent persons 
like Capozzi erroneously convicted? False arrest and 
wrongful conviction can result from many types of er-
rors. If there were no discernable patterns of risk fac-
tors for error, the justice system would probably be at 
a loss to offer solutions, perhaps judging these events 
as the unavoidable fallout of an imperfect justice sys-
tem. However, this group of exonerations does pre-
sent a clear pattern. Estimates place faulty eyewitness 
memory as having been involved in at least 75% of 
DNA exoneration cases, far more than faulty forensic 
evidence, bad informant testimony, false confessions, 
or any other cause (Garrett, 2008; Wells, Memon, and 
Penrod, 2006). Thus it behooves us to learn as much 
as we can about the science of eyewitness memory 
and to draw lessons for improving the justice system 
whenever eyewitnesses are playing a crucial role.

Research on eyewitness memory has been cited as 
having produced one of the most successful collabo-
rations between psychological science and the legal 
system (Doyle, 2005), and a long- term contributor to 

the scientific literature recently proclaimed that “the 
science of eyewitness testimony has come of age” 
(Sporer, 2006, p. i). In this chapter, we will describe 
the nature and content of the massive research effort, 
the changes in legal policy spurred by the collabora-
tion between those in science and those in the legal 
field, and the challenges ahead as memory research 
continues to be applied to public policy.

Eyewitness Memory Principles

Human memory, more generally, has been studied by 
psychologists for more than one hundred years, who 
have created a broad theoretical and empirical foun-
dation for understanding the memory processes of 
interest to the legal system— in particular, eyewitness 
experience. Psychology’s specific interest in the topic 
of eyewitness memory spans a hundred years as well. 
The writings of Hugo Munsterberg (1908) brought 
early attention to intriguing intersections between the 
young science of psychology and the established dis-
cipline of law (Doyle, 2005). The most recent thirty- 
five years have seen intense experimental examination 
of eyewitness issues and productive application of 
memory science to legal cases and policy. This activ-
ity has illuminated the task of psychological science 
to be one not only of establishing and disseminating 
new knowledge about memory function, but also one 
of correcting many memory myths held by both pro-
fessionals and laypersons and articulating the role of 
psychological science in policy considerations. The 
audience for eyewitness research now includes law-
yers, judges and juries, legislators, law enforcement, 
the media, and policy makers.

Five essential memory principles can provide a 
brief primer of eyewitness performance: memory loss, 
memory construction, the misinformation effect, social 
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influence, and confidence inflation. Memory loss, espe-
cially the process of forgetting, is perhaps the easiest 
concept to grasp, because we all recognize that the 
clarity of past life events fades with time. Instead, it 
is the complex process through which we attempt to 
remember persons and events that is often less under-
stood by laypersons, a gap in knowledge that has pre-
sented challenges for memory scientists as they bring 
forward laboratory results to sometimes- resistant au-
diences. Scientists now recognize that memories do 
not lie hidden in pristine and easily recoverable form; 
rather, memory research has provided a much more 
sophisticated and nuanced understanding— that an 
experienced event is initially encoded incompletely 
into memory and later recalled through a constructive 
memory process that blends true recollection with in-
truding nonmemory features. An individual’s beliefs, 
desires, and imagination can fuel misremembering, 
and information from external sources will exacerbate 
false recollection.

Research from the last three decades has estab-
lished beyond question that information from outside 
of memory can be incorporated into a convincing 
“memory experience” (dubbed the misinformation 
effect) as memory gaps are unknowingly and effort-
lessly filled (Loftus, 2005). More dramatically, whole 
episodic memories can be constructed from imagina-
tion in the absence of true experience. Indeed, people 
have been led to believe that in childhood they were 
lost in a shopping mall for an extended time, broke 
a window and cut themselves, were attacked by an 
animal, or endured other experiences that would 
have been upsetting had they actually occurred (see, 
for example, Mazzoni, 2007). Thousands of experi-
ments involving tens of thousands of participants pro-
vide documentation of the breadth and regularity of 
such disruptive memory effects. A leading memory 
researcher, Daniel Schacter, has fittingly referred to 
memory’s “fragile power” (1996, 2001): the same 
remarkable brain capacity that allows for elaborate 
learning and effective social interaction and that holds 
each person’s unique personal history— the essence of 
human identity— is also extremely vulnerable to mis-
remembering and error.

Scientists recognize that eyewitness experience is 
not just a memory phenomenon, it also reflects social 
forces. Social and cognitive psychologists have estab-
lished that memories can be enormously affected by 
even very subtle and unintentional verbal and nonver-
bal communications from other people. The process 
of normative social influence conveys expectations 
from one person to another about proper or modal 
behavior in a given situation (examples from a legal 
context include the eyewitness who feels pressure to 
make a choice from a police lineup or the patient who 

acquiesces to employ imagination during therapy). 
In addition, informational social influence provides 
seemingly useful knowledge to the recipient (e.g., 
that the suspect is in this lineup; that hypnosis will 
help recall) that subsequently affects perceptions, ac-
tions, and beliefs (Deutsch and Gerard, 1955). Ap-
preciation of social influence principles is apparent 
in revised techniques for effective forensic interviews 
(e.g., Geiselman et al., 1985, 1986). More specific to 
eyewitness identification itself, current recommenda-
tions include an explicit “I don’t know” response op-
tion for the eyewitness and a cautionary instruction 
that reminds the witness that the “offender you saw 
may or may not be in this lineup” (Steblay, 1997). 
This instruction has been shown to significantly re-
duce misidentifications, presumably by altering nor-
mative and social influences on the witness.

Interpersonal expectancy effects, the unintentional 
transfer of beliefs through social influence, occur 
across a broad set of human interactions (Harris and 
Rosenthal, 1985; Rosenthal, 2002; Rosenthal and 
Rubin, 1978). For example, within the science com-
munity, the expectations held by a researcher are rec-
ognized as threats to the integrity of research results. 
The well- known remedy is a double- blind method in 
which neither experimenter nor subject knows the 
subject’s treatment condition. Double- blind studies 
are required in drug testing because we recognize 
that physician- researchers might inadvertently behave 
differently if they know a particular subject has been 
given the real drug rather than the placebo. Memory 
scientists similarly recommend appropriate methods 
for conducting forensic interviews such that inter-
viewer knowledge is less likely to taint the direction 
and content of the questions pursued (e.g., Bruck and 
Ceci, 1997; Geiselman et al., 1985). The administra-
tion of double- blind lineups has also received substan-
tial attention and is discussed below.

The powerful combination of postevent informa-
tion delivered by a trustworthy nonblind authority can 
be observed in its remarkable impact on eyewitness 
confidence. An eyewitness who has received confirma-
tory feedback after her police lineup decision (“Good, 
you identified the suspect”), even if her choice was 
wrong, will show significantly more certainty about 
the identification and will report greater ease in mak-
ing the identification than will a witness who did not 
receive feedback. In other words, confidence itself is 
highly malleable. Even more unsettling, the witness 
whose identification choice is “confirmed” will report 
distorted retrospective memory for subjective compo-
nents of the crime event itself, claiming a better view  
and greater attention paid to the perpetrator (Doug-
lass and Steblay, 2006; Wells and Bradfield, 1998; 
Wright and Skagerberg, 2007). The testimony of this 
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eyewitness is likely to be quite believable at trial be-
cause she truly accepts this version of reality. Inves-
tigators and jurors have been found to be strongly 
affected by confident, but sometimes inaccurate, wit-
nesses (Bradfield and Wells, 2000; Brewer and Burke, 
2002; Wells, Lindsay, and Ferguson, 1979). Confi-
dence and accuracy are correlated; however, the rela-
tionship is easily corrupted.

In summary, five essentials of eyewitness mem-
ory— memory loss, memory construction, the mis-
information effect, social influence, and confidence 
inflation— reveal the potential for memory to be con-
taminated and distorted and yet reported with great 
confidence. These lessons are immensely relevant to a 
legal system that depends on and believes in eyewit-
ness veracity, and in which over 75,000 people be-
come criminal defendants each year on the basis of 
eyewitness identifications (National Science Founda-
tion, 1997). Although many applications of eyewit-
ness memory for events are relevant to legal policy, 
we will focus on the illustrative example of eyewitness 
memory for faces and police lineup reform.

Key Events in the Growth of Lineup Reform

The Legal environment

Eyewitness identification is persuasive evidence of 
criminal wrongdoing. Yet the courts recognize that an 
eyewitness may bring flawed recall to a police lineup 
and falsely incriminating evidence to court. In the 
1960s, the United States Supreme Court began to in-
stitute safeguards to protect criminal defendants from 
misidentification and wrongful conviction. For exam-
ple, in United States v. Wade (1967) the court held 
that the Sixth Amendment right to counsel applies to 
critical stages of pretrial proceedings, including the 
physical lineup procedure. The court recognized the 
“vagaries of eyewitness identification” and the “innu-
merable dangers and variable factors which might seri-
ously, even crucially, derogate from a fair trial.” The 
United States Supreme Court ruled in Stovall v. Denno 
(1967) that an unduly suggestive lineup constitutes a 
due process violation if it could lead to an irreparably 
mistaken identification. Therefore, a defendant could 
move to suppress identification testimony depending 
on the “totality of the circumstances” surrounding 
the testimony (p. 302). In Simmons v. United States 
(1968), the Court ruled that each potential due pro-
cess violation during a lineup must be examined on the 
facts of the individual case. Lineups would be excluded 
from trial if the “procedure was so impermissibly sug-
gestive as to give rise to a very substantial likelihood of 
irreparable misidentification” (p. 384).

courtroom Testimony

For many years, psychological scientists have of-
fered expert information to assist jurors and judges 
in assessing eyewitness accounts of criminal and civil 
events. A thorough explanation of the many factors 
that affect the accuracy of a witness’s account of 
events or identification of a suspect can presumably 
be helpful to the triers of fact. Attorneys who have at-
tempted to bring psychological testimony to trial have 
met with varying degrees of success, depending on 
the judge’s determination as to the strength of the sci-
ence underlying the proffered testimony, its perceived 
match to evidentiary standards, and particularly the 
need for the jury to hear the information. Wells et al. 
(2006) reported that prosecutors commonly use four 
core arguments against admission of expert testimony 
on eyewitness topics. The first, that the eyewitness lit-
erature is insufficient, today rarely prevails as a basis 
for excluding expert testimony. The three additional 
arguments are that such testimony invades the prov-
ince of the jury to decipher the reliability of an eyewit-
ness; that the research findings are simply a matter of 
common sense; and that the expert testimony is more 
prejudicial than probative, producing overly cautious 
jurors. Trial judges in most jurisdictions continue to  
use their discretionary powers to exclude expert tes-
timony regarding the reliability of eyewitness iden-
tifications, often maintaining that scientific findings 
are not “beyond the ken” of the average juror (see  
Schmechel et al., 2006 for a summary of current case 
law on eyewitness research). In any individual case it 
may be difficult to calibrate the need for juror edu-
cation on eyewitness topics and the extent to which 
expert testimony will appropriately remedy juror mis-
conceptions. However, both laboratory research and 
surveys of eyewitness experts, judges, and prospective 
jurors suggest that, in general, jurors and judges relying 
on common- sense intuition often do not understand 
eyewitness memory processes and are likely to rely too 
heavily on eyewitnesses. Otherwise stated, eyewitness 
evidence without expert testimony is likely to exceed  
its probative value (Kassin et al., 2001; Schmechel  
et al., 2006; Wise and Safer, 2003). Wells and Hasel 
(2008) also make a persuasive argument that current 
police and court practice in itself is evidence that the 
justice system does not possess common knowledge 
of the psychological processes that affect the accuracy 
of eyewitness identification. For example, the legal 
system’s continued trust in nonblind lineup adminis-
trators and in the ability of eyewitnesses to retrospec-
tively assess how tainting variables (such as seeing the 
suspect on a news broadcast) affected their lineup de-
cision illustrates that problems of eyewitness memory 
are not at all obvious to police and the court.
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system and estimator Variables

Expert trial testimony and the science that under-
lies it impart insight into the memory dynamics of 
eyewitnesses and provide probabilistic rules of likely 
outcomes for the typical witness in a given situation. 
However, after- the- fact determination of whether a 
particular eyewitness’s experience is the rule or the 
exception is difficult, a problem inherent to the court-
room use of the eyewitness literature (Doyle, 2005). 
Responding at least in part to this circumstance, Wells 
(1978) outlined a framework for the consideration 
of eyewitness memory that became useful as both a 
theoretical and practical tool. Wells’s insightful model 
of system and estimator variables helped to direct 
research attention to the possibilities for systemic 
change, highlighting the fact that the principles of 
human perception, memory, and social influence can 
illuminate not only the causes of faulty memory but 
also suggest preventive measures to preclude eyewit-
ness failure.

dna exonerations

As noted earlier, new techniques of forensic DNA 
testing introduced in the 1990s and the formation of 
the Innocence Project in 1992 have helped to exon-
erate many wrongfully convicted individuals, to date 
more than two hundred (Innocence Project, 2006, 
2007, 2008). Investigators, attorneys, and testify-
ing witnesses who have helped to prosecute a later- 
exonerated individual realize with extreme regret that 
even well- intentioned by- the- book procedures can 
end very badly. Along with the horrific effects on the 
lives of violated innocent people and their loved ones, 
wrongful conviction leaves the true perpetrators on 
the streets to commit additional offenses. The reality 
of wrongful conviction also has the potential to erode 
public confidence in the justice system and citizens’ 
sense of security. By the mid- 1990s, law enforce-
ment and the legal community could not help but 
look uneasily over their shoulders for past wrongful 
convictions.

The national institute of Justice guide

A decade ago, this confluence of events— eyewitness 
science, DNA exonerations, legal cases, and media 
coverage— propelled joint action among law enforce-
ment, legal professionals, and eyewitness scientists. A 
group convened by Attorney General Janet Reno pro-
duced Eyewitness Evidence: A Guide for Law Enforce-
ment (hereafter, “the guide”), which was published 
by the National Institute of Justice in 1999 (Techni-
cal Working Group for Eyewitness Accuracy, 1999; 

a training manual, Eyewitness Evidence: A Trainer’s 
Manual for Law Enforcement, was published by the 
National Institute for Justice in 2003). Psychological 
science had shown that eyewitness reports are often 
unreliable and that unintentional police influence can 
affect witness lineup selections. The guide was a pro-
ductive step toward remediation of this problem, pro-
viding science- based recommendations for effective 
collection of eyewitness evidence. Specific to police 
lineups, the guide offers clear advice: the eyewitness 
should be given unbiased lineup instruction (“The 
perpetrator may or may not be in this lineup”), line-
ups should be constructed fairly (e.g., foils matched 
to perpetrator description and the suspect not stand-
ing out in the lineup), and officers should record re-
sults in a prescribed manner. The guide did not en-
dorse, but rather alerted law enforcement to, three 
developing refinements: sequential- lineup presenta-
tion format, double- blind lineup administration, and 
the use of computers for lineup delivery. In the years 
since, researchers have produced a solid body of labo-
ratory evidence that supports the use of double- blind 
sequential lineups as a means to secure better- quality 
eyewitness evidence (Steblay and Dysart, 2008; Ste-
blay et al., 2001), and most recently, computer deliv-
ery of photo lineups has been implemented by a small 
number of police departments.

The Reformed Lineup Protocol

Relative and absolute Judgment

Standard police lineups present the eyewitness with 
all lineup members (e.g., six persons) at one time. 
Under this simultaneous format, eyewitnesses tend to 
compare lineup members to each other to determine 
which most closely resembles the offender in mem-
ory, a process of relative judgment (Wells, 1984). If 
the witness was able to encode a vivid memory of the 
perpetrator and this person is in the lineup (a culprit- 
present array), the likelihood of a positive and correct 
identification is increased. The concern, however, is 
whether the witness will recognize the absence of the 
offender when, in fact, the suspect is not the perpe-
trator. The DNA- exoneration cases— the majority of 
which were instances in which the actual offender was 
not in the lineup— illustrate exactly this problem: wit-
ness inability to correctly reject a culprit- absent lineup 
(Innocence Project, 2006). The results of controlled 
experiments predict a negative outcome when police 
unknowingly place an innocent suspect in a lineup. 
The witness may slip into the pursuit of which photo 
to choose, rather than a careful evaluation of whether 
the previously seen offender is one of the photos. Put 
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another way, the witness makes a relative judgment: 
“Number 5 is the closest compared to the others.”

The impact of relative judgment when the offender 
is absent from the lineup was demonstrated convinc-
ingly by Wells (1993). Participant- witnesses to a staged 
crime were shown one of two versions of a lineup. 
When the perpetrator was present in a six- person 
lineup, 54% of the witnesses selected him. All witnesses 
had been given an unbiased cautionary instruction 
(“the perpetrator may or may not be in the lineup”), 
and 21% opted not to choose from the lineup. Now, 
the key question: What would happen when a second 
group of witnesses viewed the same lineup minus the 
perpetrator? If 54% of witnesses truly recognize the of-
fender when he is present, this 54%— who would have 
identified the offender had he been in the lineup— 
should join the 21% who reject the lineup, producing a 
75% “no- choice” response. What happened was quite 
different: only 32% of the witness responses landed in 
the “no- choice” category, these witnesses correctly re-
jecting the culprit- absent lineup. Sixty- eight percent 
of the witnesses chose from the lineup, most of the 
filler identifications falling on the photo that was the 
next- best match to the offender, placing this innocent 
suspect in jeopardy. Even in a culprit- absent lineup, 
it is likely that one lineup member will provide a bet-
ter relative match to memory than the others, thereby 
drawing the attention of the eyewitness and increasing 
the risk of false identification.

double- Blind sequential Lineups

Most recently, scientists have advised police to use 
double- blind administration and a sequential photo 
presentation format for their lineup procedures (Wells 
et al., 2000). A meta- analytic review has demonstrated 
reliable laboratory outcomes with the use of a sequen-
tial procedure (Steblay and Dysart, 2008; Steblay et al.,  
2001). Witnesses who view a simultaneous lineup 
array are more likely to choose a photo from the 
lineup. When the perpetrator is present, this higher 
choosing rate may boost correct identifications, pos-
sibly aided by relative judgment. However, when the 
culprit is not in the lineup, an increased tendency to 
choose translates into greater risk of false identifica-
tion. Recent cumulative data (Steblay and Dysart, 
2008) show an average 8% fewer correct identifica-
tions of the culprit when the sequential is compared 
with the simultaneous format, but also an average 
22% fewer identification errors. Thus, strategic use of 
a sequential versus simultaneous lineup format can be 
construed as a cost- benefit analysis. More precisely, 
the Bayesian likelihood ratio of a lineup procedure 
can be computed as the ratio of correct to mistaken 
identifications (Wells and Lindsay, 1980; Wells and 

Turtle, 1986). Wells (2006c) explains that the correct 
identification rate for a culprit- present condition can 
be divided by the average identification rate of any 
given person in the culprit- absent condition to pro-
duce a diagnosticity ratio; simply put, a ratio of hits to 
false alarms. The sequential lineup is more diagnostic 
of guilt (a ratio of 7.76) when the witness does make a 
choice than is the simultaneous lineup (ratio of 5.58). 
For police, the critical question is, Is the identification 
a good predictor of guilt? The blind- sequential- lineup 
procedure improves the odds that a suspect, if identi-
fied, is the actual culprit (Wells, 2006c) and thereby 
increases the probative value of the identification evi-
dence (Lindsay et al., 2009).

Support for use of the double- blind component of 
the procedure is rooted in the broader psychological 
research about experimenter expectancy, which was 
discussed earlier. The exchange between the investi-
gator and the eyewitness is ripe for potentially dan-
gerous interpersonal influence. To help manage the 
risk for bias in identification procedures, eyewitness 
scientists recommend that lineup administrators be 
unaware— blind— to the identity of the suspect in the 
array. First noted as a lineup essential by Wells in 1988 
and later reinforced by a broader group of scientists in 
lineup recommendations (Wells et al, 1998), there is 
wide agreement among eyewitness scientists that the 
administration of the double- blind lineup is crucial in 
eyewitness procedures (Douglass, Smith, and Fraser- 
Thill, 2005; Garrioch and Brimacombe, 2001; Haw 
and Fisher, 2004; McQuiston- Surrett, Malpass, and 
Tredoux, 2006; Phillips et al., 1999; Wells, 2006a; 
Wright and Skagerberg, 2007). A very recent experi-
ment by Greathouse and Kovera (2009) explored the 
effect of the lineup administrator’s knowledge of the 
suspect on the eyewitness’s identification decisions, 
specifically with attention to the conditions under 
which administrator bias is likely to occur. In an 
eyewitness- identification paradigm in which the ad-
ministrator’s knowledge, lineup presentation format, 
and instruction bias were experimentally manipulated, 
the researchers found that administrator influence was 
significant under conditions that otherwise promote 
witness guessing. That is, witnesses were more likely 
to choose the suspect (apparently adopting a lower re-
sponse criterion) when the lineup administrator knew 
the suspect, provided biased lineup instructions (“We 
have the suspect in custody, and would like to show 
you a photo lineup to see if you are able to identify 
him.), and presented photos simultaneously. When 
biasing factors were present to increase the likelihood 
of witness guessing, nonblind administrator behavior 
influenced the witness to choose the suspect.

Researchers use the phrase double- blind sequential 
lineup as shorthand for what is actually a collection of 
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rules that represent best practice for conducting eye-
witness identifications. For example, the sequential 
procedure assumes a single- suspect model (only one 
suspect in the array) and that the lineup task is the first 
identification attempt by the witness. Furthermore, 
an effective sequential procedure includes the fol-
lowing features (see, e.g., Cutler and Penrod, 1988;  
Lindsay and Wells, 1985; Wells et al., 1998; Wells and 
Turtle, 1986):

A lineup consists of at least six members, five 
of whom are fillers unknown to the eyewit-
ness, and all are chosen to match the witness’s 
description of the perpetrator.

The suspect’s position in the lineup is deter-
mined in a random manner.

An instruction to the witness advises that the 
perpetrator may or may not be in the collection 
of photos to be displayed (an “unbiased,” or 
“cautionary,” instruction).

The complete sequence of lineups is shown 
to the witness, and the witness is instructed that 
the complete series will be shown. Witness deci-
sion changes are recorded.

The witness is unaware of how many photos 
are in the sequence.

Photos are presented one at a time, with a 
decision made before examining the next.

The witness is not allowed to “go back” over 
the sequence or to place photos next to one 
another.

The officer displaying the photos does not 
know which photo depicts the suspect.

The witness is informed that the lineup ad-
ministrator does not know which photo, if any, 
is the suspect.

An assessment of witness confidence is taken 
at the time of the identification and before 
feedback from police or others.

Lineup Reform

Scientific research has led to a cohesive lineup pro-
totype that promises a significant improvement in 
eyewitness accuracy (Wells et al., 1998). The next 
step is to educate and to bring the recommendations 
into practice. Although courts in almost every juris-
diction have seen expert testimony about eyewitness 
identification over decades (Wells and Hasel, 2008), 

organized lineup reforms began to show up nationally 
just after 2000.

A powerful component of the lineup- reform effort 
has been the vivid and emotional testimony of the 
victims of wrongful conviction. Compelling presen-
tations and writings by exonerees and crime victims 
have drawn national attention. Examples include Kirk 
Bloodsworth, the first death- row inmate to be exon-
erated by DNA evidence, who published a book and 
became a national spokesman for justice initiatives 
(Junkin, 1998). Similarly, Penny Beerntsen (2006) 
and Jennifer Thompson Cannino (2006), two victims 
and witnesses who unknowingly helped to convict 
the wrong men, are now educating audiences about 
eyewitness fallibility in the justice system. In addi-
tion, law enforcement officers, prosecutors, defense 
attorneys, and scientists, among many others, have 
become involved in the dissemination of information 
about eyewitness fallibility, wrongful conviction, and 
available remedies. Education underlies the reform ef-
fort, and many professionals are willing to provide the 
information to interested jurisdictions.

Below, we will briefly summarize the myriad ways 
in which lineup reform has occurred, in the hope that 
this may be instructive for other legal- reform efforts. 
Lineup reform has emerged from a number of cata-
lysts and has been achieved through a variety of ave-
nues: executive mandates, legislative actions, case law, 
and law enforcement initiatives, among them. The 
reforms to date illustrate a continuum of strategies, 
from jurisdictions in which detectives or police chiefs 
have initiated lineup reform (“bottom up”) to those 
that change as a result of a mandate from high levels 
of government (“top down”). One early example of 
a grassroots orientation is provided by Lt. Ken Pat-
enaude of the Northampton, Massachusetts Police 
Department, a long- time investigator and supervi-
sor and a member of the National Institute of Justice 
Technical Working Group for Eyewitness Evidence. 
The changeover of Patenaude’s own department to 
double- blind sequential lineups began at the ground 
level, when he developed and introduced a training 
program, providing long- needed structure and con-
sistency in written procedures for securing eyewitness 
evidence (Patenaude, 2006). Police administrators 
monitored the implementation of the new sequential 
procedure for a year, at which time a survey of inves-
tigators revealed that they favored the new format. 
The department then changed its policy to mandate 
the sequential lineup format, at the same time noting 
a strong preference for double- blind lineup adminis-
tration (Northampton Police Department, 2000). In 
2003, the double- blind administration of photo ar-
rays became mandatory as well, after concerns about 
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cost and personnel shortages failed to materialize. 
Patenaude’s (2006) description of his department’s 
transition to the new lineup procedures emphasizes 
the need to begin at the recruit level with proper and 
consistent training.1

Suffolk County (Boston, MA) followed a some-
what different route to lineup reform, spurred by dis-
covery of wrongful convictions. A task force on eye-
witness evidence was formed that brought together 
the perspectives of eyewitness scientists, law enforce-
ment and administration, prosecutors, and defense at-
torneys. The task force issued its report with twenty- 
five recommendations to the Suffolk County District 
Attorney and the Boston Police Commissioner in 
2004 (Suffolk County Task Force on Eyewitness Evi-
dence, 2004); it was followed by reforms in lineup 
practice.

The combination of concerned, change- oriented 
law enforcement leaders, collaborative efforts, pilot 
testing, and effective police training has worked in a 
number of jurisdictions. In Minnesota, two counties 
independently developed year- long pilot programs. 
Under the direction of the county attorney, Amy 
Klobuchar, the Hennepin County Attorney’s Office 
in Minneapolis tested the practicability of double- 
blind sequential lineups in four volunteer cities and 
became the first jurisdiction to collect data regarding 
eyewitness lineup decisions under double- blind se-
quential conditions and to document implementation 
issues. After one year, the changes were determined 
to be successful, and the new lineup protocol, along 
with a training DVD, was rolled out countywide 
(Klobuchar, Steblay, and Caligiuri, 2006). Next door, 
in Ramsey County (MN), County Attorney Susan 
Gaertner had also carefully examined the lineup lit-
erature and found the scientists’ recommendations 
for double- blind sequential lineups sensible and po-
tentially practicable. A pilot project was launched. 
Modifications were developed through experience, 
and all investigators found the new lineup procedures 
workable, as did the prosecutors who presented cases 
later in court (J. Schleh, personal communication, 
July 16, 2006). Ramsey County also developed writ-
ten and DVD training materials as double- blind se-
quential procedures became the standard countywide. 
Among the benefits noted by Assistant County At-
torney Jeanne Schleh were the increase in confidence 
in witness identifications, the reduced probability of 
misidentification, and the ability to insulate the pros-
ecution from defense attack at trial since the new ap-
proach is consistent with best practices supported by 
established science (Schleh, 2006).

Local DNA exonerations can be the spur to action. 
New Jersey followed a highly prescriptive model in the 

wake of the Cromedy case— an eyewitness- evidence 
case in which after two trials, two convictions, and 
awaiting a third trial on appeal, a DNA test of bio-
logical evidence collected from the victim exonerated 
the defendant. Attorney General John Farmer turned 
to the lineup reforms recommended by researchers 
and approved new lineup procedures with safeguards 
exceeding those recommended by the National In-
stitute of Justice (Doyle, 2005). Using the unique 
authority granted the attorney general in that state, 
Farmer implemented mandatory statewide guidelines, 
making New Jersey the first state to uniformly adopt 
double- blind sequential- lineup procedures (State of 
New Jersey, 2002).

At the state level, eyewitness- identification reform 
also has been attempted through a variety of legislative 
models (Ehlers, 2006). For example, a best- practices 
approach was used in Wisconsin, where the Training 
and Standards Bureau of the Wisconsin Department 
of Justice, working with the University of Wisconsin 
Law School, wrote model guidelines for law enforce-
ment. Legislation passed in 2005 (State of Wisconsin 
Office of the Attorney General, 2005) and affirmed 
in 2006 required that each law enforcement agency 
adopt policies or guidelines (State of Wisconsin Office 
of the Attorney General, 2006).2

The formation of special state commissions has 
been used to learn about wrongful convictions and to 
identify remedies (see http://www.innocenceproject.
org/fix/Eyewitness-Identification.php). A multistep 
process is typical. The first such group, the North 
Carolina Actual Innocence Commission, was estab-
lished by the North Carolina Supreme Court in the 
aftermath of several high-profile DNA exonerations. 
The court decided that a permanent interdisciplinary 
study commission was needed, but one that was in-
dependent of the judiciary and had interdisciplinary 
participation of law enforcement, defense attorneys, 
social scientists, and judges (Garrett, 2006). The 
thirty-one-member commission created a series of 
recommendations in 2003 for state law-enforcement 
officers that left the details of implementation of these 
practices to the discretion of law enforcement. Later, 
state legislation mandated double-blind sequential 
procedures (Eyewitness ID Reform Act, 2007). To 
guide statewide efforts, model legislation is available 
through the Innocence Project.3 The Justice Project 
(2007) also recently published a policy review and 
model guidelines.

One difficulty encountered with the legisla-
tive route is that precisely mandated reforms may 
need to be updated later as even better lineup revi-
sions are developed (and this brings up the poten-
tially messy revisitation of legislative actions). The 
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alternate route— leaving individual jurisdictions to 
find a solution— offers flexibility and local ownership 
but may result in protracted delays and less- than- 
effective outcomes. Even the middle ground— a task 
force and a pilot study— is not always successful. Wells 
(2006c) claims, based on his experience, that the ac-
tual costs of reform are minimal. However, he notes 
that the typical communication gap between eyewit-
ness scientists and law enforcement, a tenacious police 
tradition, a lack of pressure from prosecutors and the 
court, and the disparate local control of law enforce-
ment make lineup modifications difficult.

Resistance to Lineup Reform

Not all lineup- reform initiatives have gone smoothly. 
In 2002, Governor George Ryan’s (Illinois) Com-
mission on Capital Punishment, charged with ensur-
ing the accuracy and justness of capital punishment, 
recommended the implementation of eyewitness- 
identification reforms (Governor’s Commission on 
Capital Punishment, 2002). However, the proposed 
reforms were not popular with law enforcement 
(O’Toole, 2006). Resistance from police led to a 
compromise: a pilot program would be conducted by 
the Illinois State Police in which the new sequential  
lineup format would be compared to a simulta-
neous lineup format using “a protocol for the selec-
tion and administration of lineups which is practi-
cal, designed to elicit information for comparative 
evaluation purposes, and is consistent with objective 
scientific research methodology” (Capitol Punish-
ment Reform Study Committee Act, 2003). The 
Illinois State Police ceded the pilot test to the Chi-
cago Police Department, a group reportedly hostile 
to lineup reform (O’Toole, 2006) and to the direc-
tion by the general counsel for the Chicago police. 
Without rigorous scientific input as to the essentials 
of experimental design, three cities— Chicago, Joliet, 
and Evanston— collected data comparing a double- 
blind sequential- lineup protocol to the status quo (a 
relatively undefined nonblind simultaneous- lineup 
format). The 2006 report to the Illinois legislature 
(Mecklenburg, 2006) on the pilot program received 
substantial media attention, including the front page 
of the New York Times (Zernicke, 2006). Its surpris-
ing conclusion: the sequential double- blind lineup 
led to higher rates of false identification. The astute 
reader will appropriately note that dangerous false 
identifications of innocent suspects— the sort revealed 
by postconviction forensic DNA tests— cannot be as-
certained in field lineup studies because the true guilt 
or innocence of the suspects is unknown. Mecklen-
burg’s forceful use of the phrase “false identifications” 

(which, in fact, referred to nondangerous filler selec-
tions) and her decision to equate all suspect selections 
with true offender identifications served to inflame 
and confuse the subsequent discussion.

But the problems ran much deeper than seman-
tics, and the Mecklenburg Report was critiqued and 
bitterly contested among scientists, lawyers, scholars, 
and policy makers (see e.g., Diamond, 2007; Doyle 
et al., 2006; Malpass, 2006; O’Toole, 2006; Sher-
man, 2006; Steblay, 2006; Sullivan, 2007; Wells, 
2006a). Some scientists were quick to point out that 
the study’s design was in numerous ways ineffectual 
by scientific standards and, above all, that the re-
sults were confounded by a fundamental design flaw; 
thus, the underlying reason for the obtained effects  
could not be determined (see Doyle et al., 2006; Steb-
lay, 2006). More specifically, in one tested condi-
tion, the lineups were double- blind and sequential; 
in the other condition, the lineups were nonblind 
and simultaneous. Thus, it is unclear as to whether 
the outcomes were produced by the lineup format 
(sequential vs. simultaneous) or by administrator 
knowledge of the suspect (blind vs. nonblind); the 
variables were confounded. Furthermore, the specific 
results— higher suspect- identification rates and lower 
filler- selection rates in the nonblind simultaneous 
condition— are suggestive of administrator bias; crit-
ics maintain that it is not surprising to see that more 
witnesses chose suspects in a condition in which the 
lineup administrator knew who the suspect was. The 
conundrum is that the outcome data can be seen as 
evidence either of better lineup performance (and 
eyewitness accuracy) or of administrator influence and 
dangerous error introduced by the nonblind proce-
dures. As noted earlier, there is no ground truth in 
the field (we do not know if the suspects are, in fact, 
perpetrators), thus the ambiguity of the results is in-
creased. Diamond (2007) starkly states that this field 
test provides a classic example of what the law would 
deem not relevant; it provides exactly no probative 
evidence on the question at hand.

A remarkable step to attempt a resolution of the Il-
linois study controversy, and specifically to address the 
Mecklenburg Report that described its results, was 
quickly undertaken in 2006 by the Center for Mod-
ern Forensic Practice of John Jay College of Criminal 
Justice. This unprecedented action was succinctly ex-
plained by the center’s director, James Doyle: “It’s 
critical that criminal justice policy be based on sound 
science” (John Jay College of Criminal Justice, 2007). 
A panel of distinguished social scientists was convened 
to assess the Illinois field study, and they issued their 
report in February 2008 (Schacter et al., 2008). The 
panel of experts brought neutrality and outstand-
ing collective expertise to the contentious issue. 
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The panel’s clear determination was that the Illinois 
Eyewitness Identification Field Study was crippled 
by a design flaw that made the study’s conclusions 
a dangerous basis for shaping public policy and the 
Mecklenburg Report unreliable in determining effec-
tive eyewitness- identification procedures. The Illinois 
study’s fundamental design flaw “has devastating con-
sequences for assessing the real- world implications of 
this particular study. . . . The design guaranteed that 
most outcomes would be difficult or impossible to 
interpret. The only way to sort this out is by conduct-
ing further studies” (Schacter et al., 2008, p. 4– 5).  
Doyle summarized the panel’s decision: “They found, 
unequivocally, that the Illinois report cannot be re-
lied on to determine whether sequential double- blind 
procedures are effective. Most importantly, they rec-
ommend that future study of these procedures be de-
signed in consultation with qualified scientists from 
the beginning, so that such studies can produce solid, 
reliable guidance for practitioners and policy makers” 
(Innocence Project, 2007; see also a series of 2008 
articles by Cutler and Kovera; Mecklenburg, Bailey, 
and Larson; Ross and Malpass; Steblay; and Wells).

The author of the Mecklenburg Report stood by 
her initial conclusions (Mecklenburg, Bailey, and Lar-
son, 2008a, 2008b). However, further suspicion of 
the Illinois data has been fueled by the refusal of the 
Chicago and Joliet Police Departments to share the 
underlying data of the report. A FOIA lawsuit was 
filed by the National Association of Criminal Defense 
Lawyers in conjunction with the MacArthur Justice 
Center at Northwestern University School of Law in 
Chicago (Jaksic, 2007). One objective of the lawsuit 
was to obtain previously unexamined information 
regarding the identification history of each witness 
and suspect, as well as data regarding the relationship 
between the suspect and witness. One of the three 
cities (Evanston) cooperated with the lawsuit, provid-
ing data from its 100 pilot- study lineups. The Evan-
ston data revealed an additional crucial design flaw 
in the project (Steblay, 2009)— the failure of effec-
tive random assignment of lineups to the two tested 
conditions— and added to confusion about what ex-
actly was measured in the Illinois pilot program. More 
precisely, the Evanston nonblind, simultaneous (sta-
tus quo) condition included significantly more veri-
fication and confirmatory lineups. These are lineups 
in which the eyewitness simply verified the identity 
of a perpetrator known by the witness prior to the 
crime (e.g., a boyfriend or neighbor) or confirmed 
with a second identification a suspect selection that 
the same witness had already made from an earlier 
lineup); not surprisingly, these types of lineups pro-
duce high suspect- identification rates and very low 
filler- selection rates. In line with this, the suspect 

identification rate for nonblind simultaneous lineups 
was significantly inflated, by 17.7 percentage points, 
through inclusion of such lineups, compared to the 
sequential lineup, which was virtually unaffected (1% 
inflation from verification/confirmatory lineups). The  
failure to randomly assign the lineups to the two ex-
perimental conditions caused the status quo to look 
better. In the end, the assorted methodological short-
comings of the Illinois pilot program undermined the 
claims of the Mecklenburg Report.

The courtroom has seen setbacks for eyewitness 
science resulting at least in part from the Illinois 
study. Not only has the Mecklenburg Report been 
used to justify the status quo for lineup procedures, 
it also has been employed more broadly to challenge 
expert testimony on eyewitness topics such as cross- 
race identification and stress effects. The Public De-
fender’s Service for the District of Columbia reports 
that the Illinois study is cited in nearly every govern-
ment brief opposing expert testimony on eyewitness- 
identification issues and is heavily relied upon by pros-
ecutors as “evidence” that status quo procedures are 
superior and that what has been heavily tested in con-
trolled laboratory settings simply does not hold true 
in the field (B. Hiltzheimer, personal communication, 
July 13, 2007).

The results from the Illinois pilot study have proved 
inconsequential for some jurisdictions as they con-
tinue their reforms, but others view the fallout from 
the study as substantial. In Illinois, there has been no 
lineup reform to date, although the Capital Punish-
ment Reform Study Committee (2007) reaffirmed its 
recommendation of blind- lineup administration. (A 
detailed summary of the Illinois capital punishment 
reform effort has been recently published by the co- 
chair of the governor’s commission, Thomas Sullivan, 
2007). To the dismay of reform advocates, the Illinois 
field study has been used to defeat legislation in several 
states that were otherwise moving toward sequential 
double- blind as a standard practice (B. Hiltzheimer, 
personal communication, July 13, 2007). In Rhode 
Island, for example, the Illinois report was used three 
years in a row to stop identification reform legisla-
tion (M. DiLauro, Office of the Rhode Island Public 
Defender, personal communication, July 18, 2007). 
The Mecklenburg Report was raised in New Mexico 
in connection with a successful police and prosecutor 
effort to squash a reform bill there (Rozas, 2007).

Science in Public Policy

Three decades of careful, peer- reviewed, and pub-
lished research detail scientific knowledge regarding 
eyewitness memory. The body of eyewitness research 
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has matured over this period, precisely in the manner 
and to the standards of high- quality science: a steadily 
growing body of rigorous tests from independent labs 
has revealed reliable principles of eyewitness memory 
and behavior. This theoretically grounded body of 
literature is widely accepted in the science commu-
nity (Kassin et al., 2001). Moreover, eyewitness sci-
ence has made strong use of the quantitative review 
method of meta- analysis, a technique of research 
synthesis that particularly lends itself to the scrutiny 
and requirements of law. Meta- analysis allows scien-
tists and the law to see beyond individual studies to 
overall patterns in the data, the “forest rather than the 
trees,” and provides quantitative indices about reli-
ability, effect sizes, and error rates (see Blumenthal, 
2007, for a discussion of meta- analysis in legal policy). 
Peer- reviewed meta- analyses are particularly crucial as 
a means for employing the valuable self- correcting na-
ture of scientific study. The eyewitness literature on a 
selection of both estimator and system variables has 
benefited from meta- analytic reviews.4

Given this “good news,” the next question is 
Where does eyewitness science go from here?

method matters

The key role of eyewitness scientists is to keep good 
science front and center— in the laboratory, in the 
field, and in the public policy arena. As lineup re-
form moves forward, scientists must lead with their 
most valuable and productive attribute: adherence 
to sound scientific method and the logic of effective 
experimentation.

The future research agenda surely should, and will, 
involve field experiments, and method matters no less 
in the field than in the lab. Field studies bring unique 
strengths to research efforts, capturing eyewitness 
decisions not only in the most forensically relevant 
settings but also under circumstances that often lack 
the control and precision found in the laboratory. A 
primary and substantial challenge for eyewitness field 
tests is in the lack of available ground truth— that is, 
without follow- up tests of additional strong evidence, 
such as DNA, we cannot be certain that the police 
suspect is indeed the culprit. In the lab, of course, we 
have information about this crucial dependent mea-
sure. Public- policy makers can benefit when scientists 
discern the appropriate fit of lab and field results into 
the growing mosaic of knowledge about eyewitness 
memory.

Scientific attention to upcoming lineup field re-
search is necessary in at least two specific ways: to de-
fine the proper method for lineup field tests and to 
bring scientific expertise to the interpretation of field 
results. There are multiple means to gain knowledge 
from the field. First, archival and descriptive studies 

offer a picture of how a lineup technique operates 
within a specific jurisdiction; they provide a starting 
point for discussion about the practicability and ef-
fectiveness for securing eyewitness memory in that 
locale. Examples are available in the work of Slater 
(1994), Tollestrup, Turtle, and Yuille (1994), Wright 
and McDaid (1996), Valentine and Heaton (1999), 
Behrman and Davey (2001), Valentine, Pickering, 
and Darling (2003), Behrman and Richards (2005), 
Klobuchar, Steblay, and Caligiuri (2006), and Wright 
and Skagerberg (2007). An important discovery from 
the Behrman studies is that traditional lineups con-
ducted by police reveal that approximately 20% of 
witnesses pick an innocent foil from the lineup. These 
are, of course, known mistaken identifications that in-
dicate unreliable witness memory. An important facet 
of these field investigations has been the opportunity 
for scientists to uncover variables overlooked in previ-
ous laboratory experiments. Of particular interest is 
any factor that would negate the viability of lab- based 
lineup recommendations. Thus far, there has been no 
sign of such a crippling factor.

The persuasive appeal of a good field study— and 
the potential for destructive misreading of field results 
from a poor one— can be enormous. Audiences may 
lock onto the phrase field study and quickly surmise 
that a report about real eyewitnesses to real crimes 
working with real police officers is a study to trust, 
not only in its description of what the eyewitnesses 
did but also in its conclusion about why these behav-
iors occurred. In essence, a field study may be used to 
automatically and uncritically eclipse “not- field” lab 
data. It is the role of scientists to counter, and in the 
best of worlds prevent through peer review, unfor-
tunate leaps of logic— particularly when causal infer-
ences in field or lab studies are not well grounded. 
Prudent evaluation of field research can be found in 
some descriptive studies that have attempted to exam-
ine the impact on eyewitness decisions of crime inci-
dent features, such as weapon presence. In these cases, 
the researchers were careful to point out the dangers 
of comparing pseudoexperimental conditions. For 
example, weapon presence or absence may be con-
founded with the type of crime (fraud vs. robbery) 
and therefore also with differential witness attention, 
the quality of the culprit description, and the delay 
prior to lineup (see, e.g., Steblay, 2007; Tollestrup, 
Turtle, and Yuille, 1994). The difficulty of interpret-
ing study results following nonrandom assignment 
is illustrated by a London research team who com-
pared the more controlled environment of a lineup 
suite (among other aspects, where volunteer foils are 
readily available for construction of higher- quality live 
lineups) to a standard police station setting (where 
the lineup members are “picked off the street” for 
each single lineup; Wright and McDaid, 1996). The 
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researchers noted that the lineups assigned to the 
suite differed in important ways from those assigned 
to ordinary police stations, such as in the time elapsed 
since the crime event, the race of suspect, and the vio-
lence of the crime.

Recently, a good deal of thought has been given 
to a more complex line of field research: experiments 
that can directly compare competing lineup strategies. 
In the fall of 2006, the Center for Modern Forensic 
Practice and the American Judicature Society brought 
together top eyewitness scientists and legal experts to 
map the methodological requirements for conduct-
ing future field experiments. The considerations in-
cluded the means to creatively bring vital components 
of experimental design to eyewitness research in the 
field. Such features include double- blind testing, true 
random assignment to experimental conditions, clear 
operational protocols for stimulus materials and pre-
sentation, standardized instructions to participants 
(witnesses), and transparent documentation of the 
eyewitness- identification experience. The rationale for 
bringing standard experimental design components 
into field lineup investigations matches that for labo-
ratory research: conclusions can be generated from 
the study more directly and with greater confidence if 
the appropriate controls are instituted across compari-
son groups and if the lineup task has been structured 
to minimize extraneous influences on the witnesses’ 
decisions. Efforts are now underway to run sound 
field experiments in a number of cities nationwide.

Even with a properly designed and executed study, 
however, the interpretation of field reports and field 
experiments is tricky. There is no parallel in the field 
to the laboratory’s culprit- present and culprit- absent 
lineups because the true status of the suspect as guilty 
or innocent is unknown. Field identification of a 
lineup member may be due to an eyewitness’s true 
recognition of the offender or an erroneous choice 
of an innocent suspect. The worst- case scenario— 
when a witness’s selection is incorrectly judged to be 
accurate— is illustrated by many DNA- exoneration 
cases. And, as we know from the laboratory, suspect- 
identification rates can be pushed up (and filler picks 
reduced) by undesirable practices that encourage wit-
nesses to guess when their memory is poor or that bias 
the lineup structure toward the suspect (e.g., poor 
filler photos, a suspect with incriminating clothing, or 
a suggestive photo background). Left with measures 
that offer no absolute standard of goodness, lineup 
outcomes must be evaluated cautiously, within the 
context of the study design and the estimated gains 
or losses in witness- decision accuracy that are likely 
from the procedures employed. The interpretation 
of a field test demands a sophisticated understanding 
of memory principles, clarity about the underlying 
local street practice, and an appreciation of what field 

data can and cannot tell us. Law enforcement and re-
searchers must together explore the implications of 
the data for future practice (see Steblay, 2007 for ad-
ditional discussion).

The inherent ambiguity of eyewitness decisions in 
the field severely limits our ability to assess field out-
comes with precision, and this impediment is likely 
to frustrate audiences who look for immediate defini-
tive answers in field reports. Wise policy makers will 
continue to circle back to the laboratory for clarifi-
cation of eyewitness phenomena. The primary objec-
tive of eyewitness research is better access to witness 
memory, and the benefit of laboratory lineup research 
is its methodical identification of factors that reduce 
or enhance eyewitness accuracy. As noted by Schacter 
et al. (2008) “no single study can produce a final 
blueprint for procedural reform.” Just as in the lab, 
confident knowledge about field lineup performance 
will develop as evidence grows and patterns converge 
across jurisdictions and between the laboratory and 
the field.5 As in all science, cumulative evidence carries 
more weight than any single study. Scientifically, the 
long view is much preferred to the short.

The laboratory will continue to feed the theo-
retical and empirical growth of the principles and 
applied knowledge of eyewitness memory. To help 
this process along, law enforcement officials are in 
a good position to identify gaps in that knowledge. 
Field studies already have prompted another itera-
tion of lab inquiries in order to fine- tune the current 
recommended lineup protocol and to ascertain how 
adjustments in police lineup procedures that meet the 
convenience or practical needs of a local jurisdiction 
(including the current initiative to introduce laptop 
lineup administration) might compromise or enhance 
witness accuracy. Collaboration between the field and 
the laboratory has the potential to be very productive. 
A procedural anomaly or a creative idea brought for-
ward by law enforcement may itself become the sub-
ject of experimentation and policy review, and perhaps 
get expediently built into the research design in both 
the field and lab to determine its impact on eyewit-
ness decisions. For example, some jurisdictions prefer 
that eyewitnesses be allowed multiple viewings of the 
sequential lineup. Hennepin County (MN) permitted 
multiple “laps” in its pilot study (laps allowed only at 
witness request). In the lab, witnesses were offered 
the same option. The findings converged: the field 
data showed increasing filler selections (known errors) 
with lineup laps, and lab data echoed this pattern, es-
tablishing that misidentifications increased by 26% 
following repeated viewing of the lineup. (Klobuchar, 
Steblay, and Caligiuri, 2006; Steblay, 2007). As noted 
by Diamond (2007), there are significant benefits 
to learning “when well- documented field investiga-
tions are combined with laboratory backup” (p. 13). 
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Among these benefits is that laboratory researchers 
can use field research to inform their efforts to achieve 
desirable levels of authenticity and ecological validity 
in the laboratory.

untidiness in Policy development

The role of science in public policy has its limits. The 
squad room, the courtroom, and the legislative meet-
ing room each have idiosyncratic perspectives and 
agendas not always in full synchrony with those of 
scientists. Consider, for example, some of the primary 
points of resistance to lineup reform, which are an 
assortment of political and logistical issues: “It’s not 
broken.” “It will cost too much.” “It will slow our 
investigations and weaken our prosecutions.” “It’s 
soft on crime.” “It favors the defense.” “We are pro-
fessionals and know best.” There is also the practical 
concern that the courts will essentially punish reform 
efforts by opening the door to appeals of cases based 
on the traditional lineup if new sequential lineups are 
mandated (Taslitz, 2006).6 Scientists can sometimes 
find creative empirical means to address such con-
cerns, but for the most part, law enforcement, legal 
professionals, and policy makers must deliberate, test, 
and resolve these challenges. The justice system will 
accrue the long- term benefits of eyewitness reform if 
it can find immediate ways to boost the short- term 
value and the ease of reform implementation in to-
day’s street investigations and crime prosecution. For 
example, one promising means to satisfy logistical 
concerns is the use of laptop computers for lineup 
delivery. With the laptop method, fillers can be se-
lected by a computer program, and the presentation 
of choices can be easily randomized and presented 
“blind” to the eyewitness. Helpful, unbiased instruc-
tions can be guaranteed. Computer cameras can even 
record the session.

Scientists and policy makers share a common co-
nundrum: both must make decisions under conditions 
of uncertainty, and uncertainty spurs disagreement. 
As with most policy considerations, some discussants 
will voice apprehension about policy change in the 
absence of more complete information. This is true 
of recent debate about lineup reform. In the case of 
lineup reform, however, it should be pointed out that 
existing police procedures were not based on scien-
tific memory principles or empirical evidence of effec-
tiveness. The legal system has conducted little if any 
research on eyewitness memory and has no scientific  
theory of memory processes (Wells et al., 2006). 
Psychology’s accumulating laboratory and field data 
evaluate the status quo practices as well as new pro-
cedures, and it may not be wise to presume inherent 
superiority in traditional practice.

Two examples of unknowns that have challenged 
lineup reform can be cited. First, lab research sup-
ports a sequential superiority effect— a sequential 
lineup display produces significant reductions in false 
identifications— but for undetermined reasons also re-
veals some loss in correct identifications compared to 
the simultaneous lineup format. Thus, from a policy 
perspective, there is not a simple solution, but rather 
an underlying balance to be achieved between avoid-
ing erroneous identifications and securing accurate 
identifications of the guilty.

For some law enforcement, the average drop in 
correct identifications with a sequential format (one 
estimate is 8%; Steblay and Dysart, 2008) is read as 
a criterion shift that indiscriminately inhibits choos-
ing in the sequential array and results in unaccept-
able nonidentifications of the truly guilty. On the 
other hand, a number of scientists speculate that the 
average difference in correct identifications between 
the two formats is at least in part accounted for by 
lucky guesses of witnesses with weak memories; the 
relative judgment in simultaneous arrays helps these 
guesses land on correct identifications when the of-
fender is present (see Lindsay et al., 2009; Penrod, 
2003; Steblay and Dysart, 2008; Steblay et al., 2001; 
Wells 2006b). According to these scientists, sequen-
tial presentation better captures true recognition. 
Sequential format does not make witnesses just hesi-
tant to choose; rather, the witness becomes desirably 
cautious about choosing just anyone (see, e.g., Gron-
lund, 2004; Lindsay et al., 2009).

No perfect lineup procedure has yet been de-
signed. Yet, the double- blind sequential lineup is 
viewed by many as promoting a higher quality of eye-
witness evidence. If this is so, perhaps it should be 
the bright- line standard applied for courtroom eye-
witness evidence. Is it also well suited for all stages of 
investigative police work? This is a practical issue for 
future examination. A policy decision to implement 
the blind- sequential reform rests on imperfect knowl-
edge, and all said, also on political and philosophical 
justice issues: What level of risk to innocent suspects 
is tolerable in order to net more offenders? What is 
an acceptable basis for eyewitness- identification evi-
dence? On balance, is the status quo— or the advo-
cated reforms— justifiable? Such decisions also must 
involve a wise and wider view of police investigatory 
practice. For example, Lindsay et al. (2009) remind 
us that a failure to obtain a lineup identification does 
not preclude conviction; a case can be made against a 
suspect with other evidence.

A second, related, example is the unknown rate of 
target- absent lineups in the field. New lineup proce-
dures are considered superior because of their demon-
strated ability to reduce the risk of false identification 
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when the perpetrator is not in the lineup. Critics have 
argued that the need for lineup reform is undercut 
if offender- absent lineups (lineups with innocent sus-
pects) are rare in field practice. However, true rates of 
target- absent lineups in the field, false identifications, 
and erroneous convictions are unknown, and perhaps 
ultimately unknowable. Perhaps more to the point— 
and strategically useful— is the recognition that there 
are countless circumstances under which police might 
unknowingly place an innocent suspect in a lineup 
and that the rate of target- absent lineups probably 
varies substantially across different jurisdictional, in-
vestigator practices, and stages of crime investigation 
(see Lindsay et al., 2009, and Wells, 2006c for in- 
depth discussions of this issue). Scientists can help law 
enforcement by continuing to determine a multitude 
of practice refinements to increase the probability that 
true offenders will be the focus of police investiga-
tion— at a lineup and at other points in an investi-
gation. For their part, law enforcement professionals 
will need to determine whether to adopt reforms even 
as this knowledge continues to grow and with the 
awareness that their current investigative net is likely 
to snare an unknown number of innocent suspects.

Final Remarks

We have focused on the applicability of eyewitness sci-
ence to reforms regarding lineups and other identifi-
cation procedures. But the science also has bearing 
on cases in which eyewitnesses testify about matters 
beyond those involving the identification of perpe-
trators. In criminal cases, eyewitnesses testify about 
myriad matters. What was the color of the getaway 
car? Who started the fight, and were the defendant’s 
actions a result of self- defense? Moreover, witnesses 
testify from memory about many matters that arise 
in civil cases, for example, the details of accidents, 
recollections of doctor- patient interactions in medical 
malpractice cases or of conversations in security fraud 
cases, and instances of claimed recovered memory, 
to name but a few. Are there reforms awaiting our 
consideration that would make the memory evidence 
more reliable and the verdicts in these types of cases 
more just? With creative scientific research, improved 
education for triers of fact, and constructive input 
from legal and policy communities, these are areas for 
future policy enhancement.

Notes

1. Other individual jurisdictions have also reformed 
their lineup procedures in the past decade even as their 

state practices have not changed. Examples include Virginia 
Beach, VA; Chaska, MN (Klobuchar and Knight, 2005); 
and Santa Clara County, CA, where Deputy District Attor-
ney David Angel stated: “Some people have said that [these 
reforms] would reduce valid identifications, or they would 
be too expensive or too difficult to implement, but these 
problems have not come forward. . . . There is compliance; 
the training is not difficult; good IDs are made, and presum-
ably they’re more accurate” (Yeung, 2003).

2. Following a somewhat different approach, the Vir-
ginia General Assembly in 2004 instructed the Virginia State 
Crime Commission and Department of  Criminal Justice Ser-
vices to create guidelines for improving lineup procedures 
in the commonwealth and to develop training requirements 
for local jurisdictions (Ehlers, 2006). In 2005, the Crime 
Commission's recommendations were enacted, requiring 
that police departments have written lineup policies and 
procedures.

3. The Innocence Project website (http://www.innocence 
project.org/fix/Eyewitness-Identification.php) provides in-
formation on exoneration cases, reasons for wrongful con-
victions, connections to scientific work, model legislation, 
and a listing of reforms. This site includes materials and de-
scriptions of the Northampton and Boston lineup reforms, 
among others.

4. Examples of estimator variable meta- analyses include 
cross- race identification (Meissner and Brigham, 2001b), 
eyewitness accuracy and confidence (Sporer et al., 1995), 
eyewitness stress (Deffenbacher et al., 2004), weapon focus 
(Steblay, 1992), exposure duration, retention interval, and 
disguises (Shapiro and Penrod, 1986), system- variable re-
views on postidentification feedback (Douglass and Steblay, 
2006), mugshot- exposure effects (Deffenbacher, Bornstein, 
and Penrod 2006), lineup instructions (Steblay, 1997), 
lineup format (Steblay et al., 2001; Steblay and Dysart, 
2008), showups (Steblay et al., 2003), forensic hypno-
sis (Steblay and Bothwell, 1994), the cognitive interview 
(Kohn ken et al., 1999), and verbal overshadowing (Meissner 
and Brigham, 2001a).

5. An ancillary line of hybrid lab- field research has devel-
oped around testing for fairness of real lineups. A mock wit-
ness procedure requires lab participants, who have not seen 
the crime and are armed only with the culprit description 
provided by the real witness, to identify the suspect from the 
lineup. This procedure is typically used to evaluate individual 
lineups suspected of biased structure. An emerging use of 
this method is to analyze a sample of lineups from a juris-
diction of interest. For example, in the Minnesota pilot of 
double- blind sequential lineups, a mock witness procedure 
confirmed fair lineup construction through a sample of field 
lineups (Steblay, 2007).

6. Discord is particularly common on the topic of the 
administration of double- blind lineups. With rare exception, 
eyewitness scientists see the double- blind procedure as an 
absolute necessity to maintain the integrity of the lineup 
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evidence. The double- blind method serves a dual function in 
lineup- reform research, providing the necessary method for 
objective comparison of competing lineup strategies (e.g., to 
test sequential versus simultaneous formats) and also shield-
ing the eyewitness’s decision and sense of certainty from the 
threat or suspicion of unintentional administrator influence. 
Proponents of this reform recognize that double- blind ad-
ministration will increase the perceived and real integrity of 
the eyewitness evidence. While there is no need to assume 
bad behavior or intentionality on the part of the investigator 
(this is a protection against the very human phenomenon 
of unintentional communication), opponents see the drive 
for double- blind methodology as an insult to the integrity 
of detectives and their ability to handle witness interviews. 
Both sides to the argument cite professionalism as a reason 
for their position.
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Chapter 9

False Convictions
Phoebe ellsworth

sam Gross

False convictions have received a lot of attention in 
recent years. Two- hundred and forty- one prisoners 
have been released after DNA testing has proved their 
innocence, and hundreds of others have been released 
without DNA evidence. We now know quite a bit 
more about false convictions than we did thirty years 
ago— but there is much more that we do not know, 
and may never know.

Background

False Convictions and exonerations

Conceptually, convicting an innocent person is a 
misclassification, an error caused by the difficulty of 
evaluating uncertain evidence about a past event. Few 
misclassifications, however, are as troubling. A false 
conviction may destroy the life of the innocent de-
fendant and deeply damage the lives of those close 
to him. He is punished as cruelly as the worst among 
us, by the state, in public. He is deprived of the life 
he once led and labeled a criminal, perhaps a vicious 
predator. He knows that he is innocent; he tells the 
truth to the authorities, but they ignore him. And in 
the process they usually make another mistake: they 
fail to pursue the real criminal.

Historically, the dominant reaction to this problem 
has been denial. Judge Learned Hand expressed this 
view memorably in 1923: “Our [criminal] procedure 
has always been haunted by the ghost of the innocent 
man convicted. It is an unreal dream” (United States 
v. Garsson, 1923). Judge Hand, of course, knew that 
innocent people are sometimes convicted; his claim 
was that it is so extremely rare that the risk should not 
affect public policy. We still hear echoes of that view, 
but they are increasingly unconvincing.

The fundamental problem with false convictions is 
that they are extraordinarily hard to detect. By defini-
tion, we do not know when a conviction is wrong, 

or we would not make the error in the first place: if 
we had a general test for innocence, we would use it 
at trial. The same ignorance that causes false convic-
tions makes them exceedingly difficult to study. The 
only ones we know about are exonerations, those rare 
cases in which a convicted criminal defendant is able 
to prove his innocence after the fact.

A handful of such cases were known when Judge  
Hand wrote in 1923. Nine years later, Edwin Bor-
chard published Convicting the Innocent, his clas-
sic collection of 65 exonerations dating back to the 
nineteenth century (Borchard, 1932). In the decades 
that followed several similar collections were released  
(Frank and Frank, 1957; Gardner, 1952; Gross, 1987;  
Radin, 1964), culminating in Radelet and Bedau’s 
compilation of 417 cases of American defendants 
who had been convicted of homicide or of other capi-
tal crimes in the nineteenth and twentieth centuries 
(Bedau and Radelet, 1987; Radelet, Bedau, and Put-
nam, 1992).

In the meantime, the rate of exonerations increased 
sharply, first in the mid- 1970s, when the death penalty 
came back into use in the United States after a judicial 
hiatus (Furman v. Georgia, 1972; Gregg v. Georgia, 
1976), and then again in 1989 when the first DNA 
exonerations occurred. As a result, there have been 
hundreds of exonerations in the United States in the 
past few decades. They have changed our view of the 
nature of the problem of false conviction and have had 
a substantial impact on the criminal justice system.

We focus on these recent exonerations, which fall 
into four sets:

•	 In	January	1989,	David	Vasquez	became	the	first	
of 241 American defendants to date to be exoner-
ated by DNA evidence (Conners et al., 1996; 
Innocence Project, 2009).1 Almost all of these 
exonerations involve rape, although in some cases 
the defendant was also convicted of another crime, 
usually murder.
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•	 Since	1973,	135	defendants	who	were	sentenced	
to death for murder have been exonerated and 
released. DNA evidence played a substantial role 
in 17 of these death- row exonerations (Death 
Penalty Information Center, 2009).

•	 From	1989	through	2003,	at	least	135	American	
defendants who were convicted of felonies but 
not sentenced to death were exonerated without 
the benefit of DNA evidence. Unlike the DNA 
and death- row exonerations, there is no authori-
tative list of such cases. The vast majority were 
from convictions for murder (78%) or rape (12%) 
(Gross et al., 2005).

•	 In	the	past	ten	years,	between	140	and	200	in-
nocent defendants were released in mass exonera-
tions when three major police scandals came to 
light: two in Texas, in 2002 and 2003, and one 
in Los Angeles, in 1999. In each of these sets of 
cases, police officers were caught systematically 
framing innocent defendants for possession of il-
legal drugs or weapons (Gross, 2008).2

There have been other exonerations since 1973, but 
these four groups include the great majority of those 
that have been described in publicly available sys-
tematic collections. It is a small set of observations, 
perhaps 650 to 700 exonerations across the whole 
country over a 35- year period. It is not much to go 
on, but it is a lot more information than we had in  
1990.

Before we proceed to what we have learned from 
these several hundred exonerations, we should say a 
few words about what we do not know.

First, since there is no test for the actual innocence 
of convicted defendants, we rely on a proxy: the ac-
tions of government officials when claims of inno-
cence are raised. As we use the term, exoneration is 
an official act— a pardon, a dismissal or an acquittal— 
declaring a defendant not guilty of a crime for which 
he or she had been convicted, because new evidence 
of innocence that was not presented at trial required 
reconsideration of the case (Gross et al., 2005).

Some exonerated defendants are no doubt guilty 
of the crimes for which they were convicted, in whole 
or in part, but the number is probably very small. It 
is extremely difficult to obtain this sort of relief after 
a criminal conviction in America, and it usually re-
quires overwhelming evidence. On the other hand, it 
is clear that countless false convictions are never dis-
covered. That is true for entire categories of cases, as 
we will see, and even among cases where exonerations 
do sometimes occur, they frequently depend on blind 
luck.3

Second, we know next to nothing about false con-
victions for any crimes except rape and murder. These 

two crimes— the most serious violent felonies— 
account for only 2% of felony convictions (and a much 
smaller proportion of all criminal convictions), but 
95% of exonerations. The main reason is simple. Since 
almost all exonerations require large investments of 
scarce resources, they are only actively pursued in the 
most serious of cases. The 340 defendants who were 
exonerated and released from 1989 through 2003 
spent, on average, more than 10 years in prison. Most 
had been sentenced to death or life imprisonment, 
and more than three- quarters to at least 25 years in 
prison (Gross et al., 2005). By comparison, 30% of all 
convicted felons in 2004 were not incarcerated at all, 
and the average term for those who were was just over 
3 years (Durose and Langan, 2007).

The disproportionate attention to the most extreme 
cases explains the comparatively high number of ex-
onerations among murder convictions, and especially 
death sentences. For rape, of course, the availability 
of DNA evidence has made exonerations much more 
accessible and common than for other serious violent 
felonies, for example, armed robbery. Even so, rape 
exonerations generally occur in the cases with the most 
severe sentences. Of 121 rape defendants exonerated 
from 1989 through 2003, over 30% were sentenced 
to life imprisonment, and the median sentence for the 
remainder was 30 years; for all defendants convicted of 
rape in 2000, 10% received probation, and the median 
sentence for the rest was 7 years (Gross, 2008).

What mistaken convictions have we left out? Of 
course we do not know, but we can make some edu-
cated guesses. For example, the number of wrongful 
convictions for robbery must be far greater than the 
few that have been discovered. Almost all wrongful 
convictions in rape cases involve eyewitness misiden-
tifications, which are largely limited to cases in which 
the criminal is a stranger to the victim, but robberies 
by strangers outnumber rapes by strangers by a factor 
of 10 or more (Gross et al., 2005). In a study con-
ducted before the advent of DNA testing, most of the 
comparatively few eyewitness misidentification cases 
that led to exonerations were robberies, not rapes 
(Gross, 1987). It stands to reason that false convic-
tions for robbery still outnumber those for rape, but 
very few of them show up among the exonerations 
because there is no definitive evidence of innocence 
that is comparable to DNA.

Base rates suggest that most false convictions prob-
ably occur among the two overlapping groups that 
dominate all criminal convictions: (1) Comparatively 
light sentences, typically for comparatively minor 
charges. As we have seen, such cases are all but entirely 
missing from exonerations. (2) Guilty pleas. Over 95% 
of criminal convictions in America are based on guilty 
pleas, usually as a result of plea bargains— but only 
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about 6% of exonerations are of defendants who pled 
guilty, and they are more similar to other exonerations 
than to guilty pleas in general. The average sentence 
for 20 defendants who pled guilty and were later exon-
erated between 1989 and 2003 was 46 years in prison, 
which is not surprising given that all but one were 
charged with rape or murder and all faced the death 
penalty or life imprisonment (Gross et al., 2005).

Here again, we have scraps of relevant informa-
tion, enough to disprove the common belief that 
innocent defendants virtually never plead guilty to 
crimes they did not commit (Hoffman, 2007). We 
know about false convictions for illegal possession of 
drugs and guns in the context of the mass exonera-
tions that followed the discoveries of three systematic 
schemes by police officers to frame innocent defen-
dants. Most of these defendants pled guilty in return 
for sentences far lighter than those that might warrant 
the cost and work that are usually required to have 
a chance at an individual exoneration (Gross, 2008). 
But how often do innocent defendants plead guilty in 
order to receive light sentences in other, more com-
mon contexts? And in what sorts of cases? We don’t 
have a clue.

the Frequency of False Convictions

As recently as 2007, Justice Antonin Scalia wrote 
in a concurring opinion in the Supreme Court that 
American criminal convictions have an “error rate 
of .027 percent— or, to put it another way, a success 
rate of 99.973 percent” (Kansas v. Marsh, 2006). A 
highly comforting assessment, if true— but of course, 
it is absurd. The error was derived by taking the num-
ber of exonerations we know about— almost all of 
which occur in a tiny minority of murders and aggra-
vated rapes— and dividing it by the total of all felony 
convictions, from drug possession and burglary to car 
theft and income- tax evasion. To actually estimate the 
proportion of erroneous convictions, we need a well- 
defined group of cases within which we can identify 
all mistaken convictions, or at least a substantial pro-
portion of them. It is hard to imagine how that might 
be done for criminal conviction generally; however, it 
may be possible to do so, at least roughly, for the two 
types of crimes for which exonerations are compara-
tively common: rape and capital murder.4

For rape, there are some systematic data (not 
yet	 analyzed)	 on	 false	 convictions.	 In	 Virginia,	 the	
Department of Forensic Science has discovered hun-
dreds of files on rape cases from the 1970s and 1980s 
with untested biological evidence that could be used 
to obtain DNA profiles of the rapists. A careful study 
of this DNA archive, or of similar sets of files else-
where, could produce a good estimate of the rate of 

false convictions for rape in that jurisdiction for the 
decade or so before pretrial DNA testing became rou-
tine. So far, all we have are the results of a preliminary 
run	in	Virginia:	2	false	convictions	out	of	22	cases,	or	
9% of that tiny sample (Liptak, 2008).

Capital murder is different. It stands out from 
other crimes not because of any special evidentiary 
advantage in determining whether convictions were 
in error, but because far more attention and resources 
are devoted to death- penalty cases, before and after 
conviction. As a result, death sentences, which repre-
sent less than one- tenth of 1% of prison sentences, ac-
counted for about 22% of the exonerations from 1979 
through 2003, a disproportion of more than 250 to 1 
(Gross and O’Brien, 2008). This suggests that a sub-
stantial proportion of innocent defendants who are 
sentenced to death are ultimately exonerated, perhaps 
a majority. If so, the rate of capital exoneration can 
be used as a lower bound for the rate of false con-
viction among death sentences. Gross and O’Brien 
(2008) calculated that 2.3% of all death sentences in 
the United States from 1973 through 1989 ended 
in exoneration (86/3792), and Risinger (2007) esti-
mated that 3.3% of the defendants sentenced to death 
for rape murders from 1982 through 1989 were ex-
onerated by DNA evidence; but as the researchers 
note, even among death sentences, the true propor-
tion of false convictions must be higher than the ob-
served proportion of exonerations, perhaps consider-
ably higher.5

Can	we	generalize	 from	 the	 false-	conviction	 rate	
for death sentences? One might suppose that the 
error rate for other crimes is likely to be at least as 
high, considering that fewer resources are devoted to 
less serious cases. On the other hand, Gross (1998) 
argued that the error rate for murder in general, and 
capital murder in particular, is likely to be greater than 
for other felonies because the authorities are under 
enormous pressure to solve these heinous crimes. As 
a result they sometimes pursue weak cases that would 
otherwise be dropped, cut corners, or rely on ques-
tionable evidence. Unfortunately, there are no data 
on this point one way or the other. What we do know 
is that among the most serious criminal convictions of 
all— death sentences— miscarriages of justice are, at a 
minimum, an uncommon but regular occurrence, like 
death from diabetes (3.1% of all deaths in the United 
States)	or	Alzheimer’s	disease	(2.8%)	(Heron,	2007).

Causes and predictors of False Convictions

Several evidentiary and procedural factors recur among  
exonerations: eyewitness misidentification, false con-
fession, fraud and error on the part of forensic analysts, 
perjury by jailhouse informants and other witnesses 
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who testify in exchange for substantial favors, miscon-
duct by police and prosecutors, and incompetent rep-
resentation by criminal defense attorneys. All of these 
factors have been examined by social scientists and 
legal researchers, some extensively.

Eyewitness error is the most common cause of  
false convictions. It occurs in most known cases (Gar-
rett, 2008; Gross et al., 2005), and it is the one most 
thoroughly researched. Many factors that can mini-
mize	 the	 likelihood	 of	 eyewitness	 error	 are	 within	
the control of the police (system variables, as Wells 
called them [1978]): obtaining an immediate detailed 
description of the suspect from the witness; careful 
choice of lineup members; instructions that caution 
the witness that the true culprit may not be in the 
lineup; presentation of the lineup by a person who 
does not know who the actual suspect is; carefully 
recording the content and timing of all communica-
tions between the police and the witness; and scrupu-
lous refusal to communicate any information about 
the suspect to the witness. Laboratory studies have 
demonstrated that all of these factors and others can 
affect the testimony of the witness and the chances 
of misidentification (cf. Steblay and Loftus, this vol-
ume). Case studies confirm that these are the most 
common causes of error in false convictions that have 
come to light (e.g., McGonigle and Emily, 2008).

Approximately 250 false confessions have been re-
ported since the late 1980s (Leo, 2008), and Garrett 
(2008) reported that they occurred in 15% of the cases 
of prisoners exonerated by DNA evidence. A series of 
laboratory studies by Saul Kassin demonstrates that 
ordinary people can be induced to confess to wrong-
doing much more easily than is commonly believed, 
that tactics often used in police interrogations (such as 
lying about incriminating evidence) can increase the 
likelihood of false confessions, and that trained police 
investigators are not very good at distinguishing true 
confessions from false ones (Kassin, 2005). There is 
strong evidence from actual cases that suspects who 
are young or mentally impaired are particularly vul-
nerable to suggestive police tactics that encourage 
false confessions (Leo, 2009). Although the empirical 
record on false confessions is less extensive than it is 
for eyewitness misidentification, we know a good deal 
about the kinds of tactics that elicit false confessions, 
(Kassin, 2008), and prohibiting these tactics would 
certainly reduce their frequency.

Forensic error (Garrett and Neufeld, 2009), per-
jury by informants (Warden, 2004), and prosecuto-
rial (Armstrong and Possley, 1999) and ineffective 
defense work (Scheck, Neufeld, and Dwyer, 2003) 
are not so subject to controlled experimentation but 
have frequently been found in cases of actual false 
convictions. Some of these problems are caused by 
overtaxed resources and heavy caseloads and might 

be solved by spending more money. But not all. For 
example, forensic labs that are run by police depart-
ments are less likely to conduct unbiased analyses than 
fully independent labs no matter how well funded. 
And prosecutorial misconduct that leads to newswor-
thy convictions is unlikely to be punished.

There is no doubt that all these factors contrib-
ute to many, probably most, false convictions. Most 
innocent defendants who were misidentified, for 
example, would not have been convicted if no eye-
witness had identified them. But information from 
exonerations alone is limited, even when it is rein-
forced by the results of controlled experimental stud-
ies. Experimental studies have identified factors that 
lead to evidentiary mistakes (misidentifications, false 
confessions), and these mistakes frequently occur in 
known false convictions (e.g., Scheck, Neufeld, and 
Dwyer, 2003). But experimental studies cannot tell 
us which mistakes are most important for false convic-
tions because they do not measure false convictions. 
It appears, for example, that many— probably most— 
misidentifications (Gross, 1987) and false confessions 
(Drizin	and	Leo,	2004)	do	not	lead	to	the	conviction	
of innocent people. To really understand the signifi-
cance of these factors we need to know more about 
the investigatory and adjudicative processes that pro-
duce false convictions.

First, we only know about the causes of those false 
convictions that we know about. As we have seen, 
that	means	that	any	generalizations	we	make	are	ef-
fectively limited to rape and murder cases that go to 
trial. For example, some defendants who cannot af-
ford to post bail are offered the choice of taking plea 
bargains and going home on probation or insisting on 
their innocence and remaining in jail. That dilemma 
may be a major cause of false convictions for innocent 
defendants who plead guilty (see, e.g., PBS, 2004, the 
Erma Faye Stewart case), but we have no data with 
which to test that hypothesis. And the false convic-
tions that are produced by this process may involve 
the same evidentiary and procedural factors we have 
discussed— or they may not: many of these cases are 
decided on slight evidence with little procedure.

Second, the occurrence of one of these causal ele-
ments is rarely a sufficient description of the process 
that led to a wrongful conviction. For example, when 
an innocent defendant falsely confesses after 20 hours 
of intensive interrogation, we must ask, Why did the 
police believe he was guilty and invest so much time in 
wringing a confession out of him? And why did they 
trust a confession obtained under these circumstances?

Third, while these factors are causes of false con-
viction, they are not predictors. For example, eyewit-
ness misidentification appears to be the most com-
mon cause of wrongful rape convictions, occurring in 
nearly 90% of rape exonerations. But what does that 
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really tell us? With a handful of exceptions, all rape 
exonerations so far have occurred in cases in which 
there was no pretrial DNA testing. In these cases, the 
victim was expected to identify the defendant, unless 
it was physically impossible because it was dark or her 
face was covered. If she failed to do so, the case usu-
ally	 fizzled.	 In	 other	 words,	 before	DNA	 evidence,	
an eyewitness identification was all but essential for a 
rape case to be prosecuted at all. If all rape convictions 
involve eyewitness identification, then all rape exon-
erations necessarily involve misidentification. But if 
we can only infer the misidentification on the basis of 
the exoneration, the misidentification could not have 
been used as a predictor of innocence.

What about police procedures that might cause an 
eyewitness to pick the wrong person? Experimental 
studies demonstrate that misidentifications can easily 
be caused by suggestive identification procedures: a 
police officer who knows which of the subjects in a 
lineup is the real suspect may intentionally or uninten-
tionally make that person salient to the witness in sub-
tle or obvious ways; or a witness may be called to the 
police station and shown a person in handcuffs who 
vaguely resembles that witness’s description of the 
criminal; or a witness who repeatedly fails to identify 
the suspect’s picture in different photographic lineups 
may eventually pick him because of a cumulative sense 
of familiarity (Steblay and Loftus, this volume).

But do suggestive identification procedures predict 
false convictions? That is not so clear. Suggestive tac-
tics may be pervasive, whereas false convictions are 
rare. For all we know, suggestive tactics are used just 
as often in accurate identifications as in mistaken iden-
tifications. We know from experimental research that 
suggestive tactics increase the number of mistaken 
identifications, but suggestive identification tech-
niques can also lead to true convictions. They may 
be as likely to provide the impetus that motivates an 
irresolute witness to declare an accurate choice as they 
are to produce an inaccurate one.

The same logic applies to other common eviden-
tiary causes of false convictions. For example, as with 
misidentification, we know that a confession is false 
only after the fact, when other evidence has estab-
lished the defendant’s innocence. And as with sugges-
tive identification procedures, prolonged and gruel-
ing interrogation— or controversial techniques, such 
as falsely telling the suspect that there is incriminating 
eyewitness or fingerprint evidence, or suggesting that 
the reason he has no memory of the crime is that he 
may have blacked out— might be as likely or more 
likely to elicit confessions from guilty suspects as from 
innocent ones.

To identify actual predictors of false conviction we 
need information about factors that can be observed 
in advance, before we know whether a conviction is 

true or false. And we need that information not only 
for exonerations but also for some comparable set of 
true convictions as well. For the most part, such data 
do not exist, but a few patterns are clear enough to 
be apparent from comparisons between data on exon-
erations and statistics on rape and murder convictions 
in general. (1) Innocent African American men are 
more likely to be falsely convicted of rape than inno-
cent white men, especially if the victim is white, prob-
ably because white Americans are much more likely 
to mistake one African American stranger for another 
than to confuse members of their own race (Meissner 
and Brigham, 2001). (2) Innocent teenagers accused 
of murder are more likely to falsely confess than are 
innocent adults. (3) Minority juveniles are more likely 
than white juveniles to be falsely convicted of rape or 
murder (Gross et al., 2005).

For death sentences, it is possible to make direct 
comparisons between true and false convictions be-
cause the available records (while far from perfect) are 
much more complete than for other criminal convic-
tions. Gross and O’Brien (2008) compared death- 
row exonerations to a sample of executed capital de-
fendants, with the assumption that almost all of those 
who were executed were guilty. They found that false 
capital convictions are more likely (4) if the defendant 
had little or no prior criminal record, (5) if the defen-
dant did not confess, and (6) if the police investiga-
tion took a long time.

Social and Institutional Context

overview

The common image of a false conviction is derived 
from the murder and rape exonerations that we know 
about: after a difficult and troubled investigation, an 
innocent defendant is convicted at trial for a heinous 
crime of violence and sentenced to death or life in 
prison. There is every reason to believe that few false 
convictions bear any resemblance to this picture. 
Ninety- eight percent of felony convictions, and a 
larger proportion of all criminal convictions, are for 
lesser crimes, mostly property crimes, drug crimes, 
and assaults. Ninety- five percent of felony convictions 
are based on guilty pleas, usually after perfunctory in-
vestigations. In that mundane context, false convic-
tions are not dramatic errors caused by recklessness 
or serious misconduct but rather are commonplace 
events: inconspicuous mistakes in routine criminal 
cases that never get anything close to the level of at-
tention that sometimes leads to exonerations.

What is more, even the most disturbing false con-
victions may have ordinary histories (Lofquist, 2001). 
Consider the case of Antonio Beaver. In 1996 a white 
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woman was the victim of a carjacking in St. Louis 
(Innocence Project, 2009). She described the crimi-
nal as a black man wearing a baseball cap with a gap 
between his front teeth and helped the policed draw a 
composite sketch. Beaver was picked up a week later 
because he resembled the composite: he had chipped 
teeth. He was placed in a lineup with three other men, 
where he was one of two men in the lineup wear-
ing a baseball cap and the only one with visible den-
tal defects. He was picked by the victim, convicted 
at trial— even though his fingerprints did not match 
those on the rear view mirror of the victim’s car— and 
sentenced to 18 years in prison. Beaver was exoner-
ated by DNA in 2007, after serving more than 10 
years, because the victim wounded the real criminal 
with a screwdriver and he bled on the car seat. The 
actual robber was identified by his DNA and finger-
prints; he was serving time for other crimes.

We tend to think that causes should be propor-
tional to their consequences (Ross and Nisbett, 
1991), so when a terrible disaster strikes, we search 
for a cause as dramatic as the tragedy that followed. 
That instinct is often false. After the Challenger space 
shuttle exploded in 1986, the official investigation 
concluded that the immediate cause was a decision by 
NASA managers— under bureaucratic and budgetary 
pressure— to proceed with the launch and override 
warnings from engineers of a potentially catastrophic 
risk.	But	as	Vaughan	(1996)	demonstrated,	there	was	
nothing unusual about the launch decision. The man-
agers decided to carry on in the face of a known dan-
ger, with the concurrence of the engineers, as they 
had on many other occasions. They broke no rules 
and	followed	the	established	practices	of	an	organiza-
tion in which it was common to classify some risks 
as “acceptable.” Similar patterns of routine behavior 
may cause most false convictions, big and small.

This sort of everyday behavior was probably be-
hind Antonio Beaver’s tragedy. The lineup was ob-
viously biased, but casual and suggestive lineups are 
common, perhaps the rule. Most likely, they only in-
frequently lead to false convictions. In many, if not 
most, cases the police do have the right guy; if they 
do not, the witness may not pick the innocent suspect 
despite the suggestive procedure, or the real criminal 
may turn up with the victim’s wallet in his pocket, or 
the false suspect may have an iron- clad alibi (e.g., he 
was in jail at the time of the crime). In Beaver’s case, 
the police ignored physical evidence from the scene— 
fingerprints from an unidentified person and DNA 
that was not tested for a decade— but that, too, is 
commonplace and usually harmless. The upshot was a 
case that drew no attention: a black man who claimed 
to be innocent was convicted of aggravated robbery 
on the basis of a single cross- racial identification at 

an imperfect lineup. Most such defendants are guilty, 
and when they are not, we almost never find out. 
Beaver lucked out: the real robber bled on the car 
seat, the car was recovered, and a blood swab was col-
lected and preserved.

We are not suggesting that nothing can be done 
about false convictions. Common practices can and 
often should be changed. But there are costs, and 
choosing the most effective reforms is not easy, es-
pecially when there is so little information about the 
underlying problem.

The structure of criminal investigation and 
adjudication

Criminal cases in America proceed through several 
stages.

idenTiFying The criminal

The first task in any criminal investigation is to iden-
tify the criminal. This can take any amount of time 
or none at all. At one extreme, identification may be 
instantaneous (as when a killer reports a homicide and 
confesses) or it may precede the crime: in a sting, for 
example, the suspect is identified before the crime is 
committed. At the other end of the continuum, some 
criminals— like the notorious Zodiac Killer, who ter-
rorized	 northern	 California	 in	 the	 late	 1960s—	are	
never identified. However long it takes, at this stage 
the authorities are still trying to answer the question, 
Who did it? The answer, whenever it comes, marks a 
fundamental shift in focus: from an investigation of 
the crime to the pursuit and prosecution of the sus-
pect; from figuring out what happened to building a 
case against the person who they believe did it.

arresT and charging

Once the criminal is identified he must be appre-
hended and arrested. This usually happens soon after 
identification, but occasionally a suspect may remain 
at large for a long time, or forever. Arrest triggers 
another set of changes. Typically, this is the point at 
which a prosecutor first learns about the crime. (In 
a minority of cases prosecutors are involved earlier, 
either because the crime is unusually conspicuous or 
because the arrest is the product of a proactive in-
vestigation rather than an after- the- fact response to a 
reported crime.) The prosecutor decides what charges 
to file, if any, and presents them in court, at which 
point the formal process of American criminal litiga-
tion begins. The case becomes a lawsuit with the pros-
ecutor as plaintiff and the suspect as defendant. The 
defendant appears in court and hears the charges; he 
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may be released pending trial, or he may be detained, 
usually because he cannot afford to post bail; and he 
gets a lawyer to defend him, usually an appointed law-
yer paid by the state. The adversarial structure is now 
complete.

PreTrial sorTing

The next stage of criminal proceedings is often called 
pretrial bargaining, but that is misleading. It sug-
gests that trial is the expected mode of resolving a 
criminal case, which is false. For example, of defen-
dants charged with felonies in 2002 in the 75 largest 
American counties, only 4% went to trial whereas 65% 
pled guilty, overwhelmingly to felonies (Cohen and 
Reeves, 2006). Overall, about 95% of all felony con-
victions in the United States are obtained by guilty 
pleas, usually as a result of plea bargaining between 
defense attorneys and prosecutors; in 2002 the pro-
portion of guilty pleas for state- court felonies ranged 
from 68% of murder convictions to 98% of drug pos-
session convictions (Durose and Langan, 2004). In 
some unknown proportion of these guilty pleas, the 
defendants are innocent.

Plea bargains are not the only cases that end be-
fore trial. Nearly a quarter of all felony cases are dis-
missed by prosecutors, usually because they do not 
have enough evidence to get convictions in court 
(Durose and Langan, 2003). Some of these dismissals 
(again, we do not know how many) happen to benefit 
innocent defendants. In other cases, the charges are 
dropped before trial because of affirmative evidence 
of innocence. Judging from two studies that focus on 
specific causes of false convictions, an innocent defen-
dant who is arrested is more likely to be discovered 
and let go before trial than to be acquitted at trial or 
exonerated after conviction. Gross (1987) collected 
data on 60 misidentification cases in the United States 
from 1967 through 1983; in 35 cases, the charges 
were dismissed before trial, and in 25, the defendants 
were exonerated after conviction at trial; there were 
no	acquittals.	And	Drizin	and	Leo	(2004)	reported	on	
125 suspects who falsely confessed to felonies (over-
whelmingly to murder) between 1971 and 2002: 10 
were arrested but never charged, 64 had their charges 
dismissed before trial, 7 were acquitted at trial, and 44 
were exonerated after conviction.

Trial

Trials are uncommon among criminal cases in America 
but are heavily overrepresented among exonerations: 
they account for about 5% of felony convictions but 
94% of the exonerations we know about, a dispropor-
tion of more than 350 to 1. Trials are more frequent 

for the crimes that account for the great majority of 
exonerations— murder (32%) and rape (16%) (Durose 
and Langan, 2004)— but those charges may be more 
likely to produce exonerations in part because they 
are more likely to go to trial. The common image of 
an American criminal trial includes a jury, but about 
60% are conducted by judges sitting alone. Either 
way, 80%- 90% of felony defendants who go to trial 
are convicted.

Trial, of course, is a highly formal and adversarial 
affair. It is a show run by lawyers, and in criminal 
cases the dominant lawyer is the prosecutor, the of-
ficial who represents the state, decides whether to file 
charges and for what crime, makes the plea offer that 
usually determines whether a case goes to trial or ends 
in a plea bargain, and, if a case does go to trial, pre-
sents the evidence gathered by the police. A prosecu-
tor is legally and ethically bound to “seek justice,” and 
in particular to avoid convicting the innocent, but her 
main role at trial is more concrete. Like the defense 
attorney (who has no general obligation to the cause 
of justice), she is an advocate whose goal is to win. 
Both sides are expected to follow the rules of ethics 
and procedure, but within those forgiving limits, their 
job is to present evidence and argument and to un-
dercut their opponents’ evidence in whatever manner 
seems most likely to succeed.

review

After trial, a convicted defendant may appeal, but the 
review he will get is limited. The basic form of review, 
direct appeal, is generally restricted to claims that the 
lower court committed procedural error. New evi-
dence may not be presented. The appellate court may 
only consider evidence that was presented at trial and 
may not reevaluate the factual accuracy of the judg-
ment of the judge or jury. Its sole role is to decide 
whether there were procedural errors at trial that were 
serious enough to require trying the case over again.6 
Appellate courts reach that conclusion in only a small 
fraction of criminal appeals, perhaps 5%– 7% (Davis, 
1982; Scalia, 2001). Despite the formal rules, there is 
a wealth of anecdotal evidence that judges are more 
likely to reverse a criminal conviction on “procedural” 
grounds if they have doubts about the defendant’s 
guilt (Davis, 1982; Mathieson and Gross, 2004), but 
the effect on defendants who actually are innocent, 
if any, may not be large. Garrett (2008) looked at a 
sample of 121 noncapital DNA exonerations that had 
produced written opinions on appeal at some earlier 
stage of review. He found a comparatively high rever-
sal rate, 9%, but it was essentially the same as the re-
versal rate for a matched group of noncapital murder 
and rape appeals, 10%, and, whatever the comparison, 
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91% of these innocent defendants had lost their 
appeals.7

Almost all exonerations occur outside the struc-
ture of direct appeal. Appellate review is not designed 
to deal with new evidence (Davis, 1982), and in most 
cases, the exonerating facts are discovered only years 
after the appeals have run their course. At that point 
the defendant may file a petition for discretionary ex
traordinary relief, asking a court to reopen his case in 
light of the newly discovered evidence, or he may ask 
the prosecutor to join him in such a petition and then 
dismiss the charges, or he may apply to the governor 
for a pardon. All of these options require substantial 
resources that are rarely available, since criminal de-
fendants, who are almost always poor, have no right 
to appointed counsel after their direct appeal.

Obtaining relief on a claim of factual innocence is 
very difficult. The structure of appellate review in our 
legal culture reflects a deep reluctance to reconsider 
trial- court verdicts even in the light of substantial 
new evidence of error, a bias that is often justified by 
reference to the high value we place on the finality 
of judgments. In many cases a posttrial investigation 
has so thoroughly undermined a criminal conviction 
that it is clear that the defendant would be acquitted 
at a new trial, but no court is willing to exercise its 
discretion to reexamine the original conviction (see, 
e.g., Wells and Leo, 2008, describing the notorious 
Norfolk Four cases).

Other systems of appellate review may be more 
forgiving. In civil- law countries on the European con-
tinent the search for factual accuracy is considered 
an ongoing process, from trial through appeal. New 
evidence may be considered on appeal, trial witnesses 
may be recalled to provide additional testimony, and 
the factual conclusions of the trial court may be re-
considered and revised (Damaska, 1986). We do not 
know whether this more open system of review is 
more successful at identifying miscarriages of justice 
at trial.8

wrongful convictions and the adversary system

False accusations occur in all legal systems, and all 
legal systems require some means of discovering them 
and preventing them from leading to false convic-
tions. From the time the police identify a person as the 
criminal and make an arrest, the American criminal 
justice system is adversarial. Judges have little power 
to direct the investigation, call witnesses, or ask for 
additional evidence if they feel that what the attorneys 
have presented is ambiguous or incomplete. There 
is no official comparable to the juge d’instruction in 
France, whose sole task is to find the truth by search-
ing for both incriminating and exculpatory evidence. 

Instead, the prosecutor focuses on incriminating evi-
dence, and the defense on exculpatory evidence.

Proponents of the adversary system argue that 
when each side has a vested interest in finding every 
scrap of evidence that favors its position, the sum of 
the evidence is greater than if a single person inves-
tigated the case (Fuller, 1961; Thibaut and Walker, 
1975). If the case reaches trial, all of the evidence the 
judge or jury hears is presented by the two adversar-
ies, the prosecutor and the defense attorney. The role 
of the defense attorney is relatively straightforward: 
to get the best possible outcome for the client. The 
prosecutor has a dual role: first to decide whether 
the evidence is sufficient to charge the suspect with  
the	crime,	and	then	to	organize	the	information	into	
a winning case. Some scholars have argued that the 
motivation to win the case may interfere with the 
motivation to find the truth (Givelber, 2001; Strier, 
1996). There are no useful data on rates or discov-
ery of false convictions in adversarial versus nonad-
versarial legal systems— doubtless both could be im-
proved. But the adversary system is the one we use in 
the United States, and in this section, we will describe 
several of its psychological and structural features that 
may undermine the successful discovery of innocent 
defendants.

conFirmaTion Bias

When we read news stories about the exoneration of 
innocent people, we are often disturbed by the flimsi-
ness of the evidence that got them convicted in the 
first place. A single eyewitness identifies a man, and 
the case proceeds to trial and conviction even though 
nine coworkers testify that he was on the job fifty 
miles away, and they would be unlikely to make a mis-
take since he was the only black person in the work 
group and “stood out like a raisin in a bowl of rice” 
(the Lenel Geter case, described in Gross, 1987). In 
another case, a boy whose mother had just been mur-
dered was detained for more than 24 hours and grilled 
for 8 hours by interrogators who told him, falsely, that 
he had failed a lie- detector test and that the reason he 
had no memory of committing the crime was that he 
probably blacked out; he came to think it might be 
true and confessed (Connery, 1977, the Peter Reilly 
case). If the evidence in these cases looks so implau-
sible to us, why did the prosecutors believe it?

In other cases, even after apparently incontrovert-
ible evidence proves that the defendant could not  
have committed the crime (e.g., a time- coded video-
tape shows him somewhere else; Schlup v. Dello, 
1995) or a DNA match shows that the perpetrator 
was someone else (Frisbie and Garrett, 2005, the case 
of	Rolando	Cruz	and	Alejandro	Hernandez),	police	
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and prosecutors continue to insist that the men they 
arrested and convicted are guilty. How does this 
happen?

At some point in every successful case, investiga-
tors must identify a prime suspect and form a theory 
of the case. When this happens, police and prosecu-
tors begin to make a commitment to their theory, 
and they become subject to confirmation bias— the 
tendency to notice, believe, seek, and remember evi-
dence consistent with their theory, while overlook-
ing, doubting, forgetting, and reinterpreting evidence  
to the contrary (Findley and Scott, 2006; Nickerson, 
1998). Confirmation bias is not deliberate miscon-
duct, nor is it the conscious preparation of an ar-
gument designed to persuade a jury. It is a normal 
tendency to construe the world according to one’s 
preconceptions, and it has been found in average citi-
zens,	students,	doctors,	accountants,	and	other	pro-
fessionals. In criminal investigations, it can lead the  
investigator to interpret ambiguous evidence as con-
sistent with the prime suspect’s guilt, to explain away 
evidence that points to someone else, and to concen-
trate on the suspect when searching for additional evi-
dence. “The prime suspect becomes the only suspect” 
(Tavris and Aronson, 2007, p. 137). As the investiga-
tion proceeds from seeking information to building a 
case, it becomes possible to ignore increasingly pow-
erful indications that the prime suspect is the wrong 
person.

In a series of experimental studies, O’Brien (2009) 
gave participants a lengthy police file and, after they 
had reviewed the first half of the material, asked half 
of them to write down the name of their prime sus-
pect. The other participants were not asked to state a 
hypothesis. The second half of the file included sev-
eral pieces of information that raised doubts about 
the guilt of the prime suspect, as well as information 
that was consistent with guilt. After reading the entire 
file, participants were given a chance to ask for addi-
tional information. Those who had named a suspect 
were more likely to ask for information focused on 
that suspect rather than other possible suspects and to 
interpret ambiguous or inconsistent evidence so as to 
make it compatible with the suspect’s guilt.

Confirmation bias affects investigators even when 
their sole task is to discover the truth— doctors, scien-
tists, and no doubt, juges d’instruction. But the task 
of the police and prosecutor in an adversary system is 
not so simple and creates contradictory demands that 
exacerbate this bias. As the case proceeds from initial 
investigation to trial, their task shifts from finding the 
truth to building a case against the defendant that will 
persuade a judge or a jury. A persuasive case requires 
a coherent story (Pennington and Hastie, 1992), one 
without loose ends, gaps, or inconsistencies. Thus 

inconsistencies may be explained away or considered 
too trifling to communicate to the defense attorney or 
the jury, loose ends may be tied up, and in some cases 
gaps may be filled. Confident that they have caught 
the criminal, the authorities may inadvertently exert 
pressure on an eyewitness who is reluctant to make 
an identification or on a lab technician who cannot 
quite reach a conclusion. In the case of a suspect who 
refuses to talk, this pressure may be more intentional.

O’Brien followed up her studies of confirmation 
bias with a study that examined the effects of this dual 
role. Some participants simply named a suspect, while 
others were put in the role of prosecutors and were 
told that they would later have to persuade people 
that their prime suspect was in fact the criminal. 
Knowing that they would have to convince others 
that they were right led to an even stronger tendency 
to focus exclusively on the prime suspect, to interpret 
ambiguous evidence as consistent with his guilt, and 
to explain away inconsistent evidence.

False claims oF innocence

As we have said, we do not generally know whether 
a criminal defendant is guilty or innocent— with one 
important qualification. In nearly every case, the de-
fendant knows the truth. This private knowledge ex-
plains the special status we accord to confession, which 
has been called the queen of evidence. It makes it pos-
sible for our system of criminal adjudication to run 
almost exclusively on guilty pleas. And it means that 
innocent defendants can identify themselves to the 
authorities, and they do— all the time. Unfortunately, 
many guilty defendants also say they are innocent. 
Since we have strong reason to believe that the great 
majority of criminal defendants are guilty, true claims 
of innocence get lost in the crowd.

It is difficult to separate true claims of innocence 
from false ones in any context, but some features of 
the adversarial system make it worse. Once defense 
attorneys enter the picture they stop their clients from 
confessing— or from talking to the authorities at all; 
they take over all communication with the state. In 
that role they are expected to present their clients 
as innocent, if at all possible. But everybody who 
works in the system— prosecutors, police officers and 
judges— knows that this is playacting, that defense at-
torneys rarely believe their clients are innocent. Their 
job is to obtain the best outcomes for their clients, 
acquittal or dismissal if possible, even if the clients are 
guilty, and they usually are. Defense attorneys who 
succeed in saving “obviously guilty” clients from con-
viction are considered stars by their colleagues.

But what if the defendant really is innocent? The 
defense	attorney,	faced	with	dozens	of	spurious	claims	
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of innocence, may not be able to detect the few that 
are true and rarely has the resources to conduct the 
sort of investigation necessary to provide convincing 
evidence. So defense attorneys frequently see their job 
as getting the best deal they can for the defendant 
without worrying too much about actual innocence.

PreParaTion For adversarial Trials

We face a similar problem when it comes to present-
ing evidence at trial. We require witnesses to testify 
in public, in the presence of the defendant, following 
strange rules of procedure. To perform this tricky and 
unfamiliar role, a witness requires guidance, prepa-
ration by the lawyer who calls her. Such prepping is 
particularly important because her testimony includes 
cross- examination by an opposing lawyer whose job 
is to discredit her, whether or not she is telling the 
truth. Even truthful witnesses must be taught how 
to look and sound truthful; that is one of a trial at-
torney’s most important tasks.

Adversarial preparation may produce coherent and 
convincing testimony, but it can also undercut accu-
rate evaluation of the evidence at trial. A vague or un-
certain witness is less persuasive than one who answers 
all questions without hesitation (Wells, Lindsay, and 
Ferguson, 1979); therefore, testimony is rehearsed 
and confidence is bolstered, sometimes beyond what 
is warranted. This process is particularly dangerous 
when it begins in the early stages of the investigation. 
The prosecutor and the police officers who work with 
an eyewitness are expected to help the witness identify 
the defendant in court with conviction and clarity. It 
seems in keeping with that role for an officer to tell 
a witness who has just tentatively picked the suspect 
from a lineup— “Congratulations, you got him!”— 
but the end result may be a misleadingly confident 
identification in court six months later (Wells and 
Bradfield, 1998).

So far what we have described is permissible wit-
ness preparation, as our system runs. But if your role 
as a police detective includes helping an eyewitness 
testify effectively, why not help her identify the defen-
dant in the first place? It is a short step from shaping 
the identification testimony that a witness will give in 
court to helping that witness make the identification 
in a precinct station by steering her toward the defen-
dant, especially if the detective has no doubt that the 
defendant is guilty but worries that the witness may 
ruin the case by failing to say so.

The same logic applies to other police procedures, 
such as interrogation, gathering information from 
snitches, and interpreting forensic evidence. If the po-
lice or prosecutors believe that they already know who 
the criminal is, the purpose of these procedures is not 

to find anything out but instead to produce evidence 
that will convince a judge and jury. Reforms designed 
to protect the innocent will seem misguided to law 
enforcement officials who use these procedures not 
to discover the criminal but to build a case that will 
convict him. If they see the reforms as obstacles to 
convicting the guilty, they are likely to resist them or 
try to circumvent their effects.

generaTing False negaTives

A false positive is the inclusion of an object in a cat-
egory where it does not belong: diagnosing a healthy 
person as depressed or diabetic, for example. A false 
negative is the exclusion of an object from a category 
where it does belong: diagnosing a depressed or dia-
betic person as healthy. In any classification system 
there is a tradeoff between false positives and false 
negatives. Procedures that reduce one type of error 
often increase the other. If there are twelve major 
symptoms of depression— insomnia, loss of interest, 
suicidal tendencies, and so on— a doctor who diag-
noses a patient as depressed if she shows any one of 
the symptoms will mistakenly include many people 
who are not depressed: there will be too many false 
positives. A doctor who requires that a patient exhibit 
all twelve symptoms before prescribing treatment will 
mistakenly miss many people who are seriously de-
pressed: there will be too many false negatives.

Those who seek to reduce wrongful convictions— 
false	positives—	must	recognize	that	the	same	reforms	
might also reduce the number of convictions of sus-
pects who are actually guilty. Misleading a suspect into 
believing that he has been identified by an eyewitness 
may cause an innocent person to make a false confes-
sion, but at least as often it may cause a guilty person 
to give up and confess the truth, thereby increasing 
the probability of an accurate conviction. Many of the 
proposed reforms may make all convictions more dif-
ficult to accomplish, not just convictions of innocent 
people.

Some innovations increase the identification of 
the innocent without diminishing the identification 
of the guilty— scientifically conducted DNA analysis 
is the shining example—but for most there is likely 
to be a tradeoff. Not even the excellent safeguards 
against suggestive lineup procedures proposed by 
the American Psychology- Law Society (Wells et al., 
1998) are immune from this problem. These recom-
mendations include blind lineups, informing the wit-
ness that the culprit might not be there, and fairly 
constructed lineups. But they could cause a hesitant 
but accurate witness to fail to identify a suspect, even 
though the same witness might have made the identi-
fication if suggestive procedures had been employed. 
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For a few reforms, such as sequential lineups (Wells, 
2006), preliminary evidence indicates that the likeli-
hood of increasing false negatives is small, but so far 
there is little research.

There are many policy reasons to forbid sugges-
tive identification practices, but we cannot assume 
that an unbiased procedure always leads to the right 
result. If the police actually do know who commit-
ted the crime and can get a witness to identify the 
person, the resulting conviction is a true conviction. 
Videotaping	interrogations	and	lineups	is	also	an	ex-
cellent idea, but not foolproof: an aggressive defense 
attorney may find pieces of the tape that would shake 
the jury’s confidence in the result, whether or not that 
result is accurate. These reforms are important, and 
we endorse them, but they are not cost free.

The adversary system exacerbates this problem. 
Good defense lawyers will exploit any weaknesses or 
irregularities in the prosecution to cast doubt on the 
guilt of the truly guilty: their job is to generate false 
negatives, as the prosecutors well know. Witnesses 
shown a blind, unbiased lineup may be less confident 
than witnesses shown a biased lineup, may express un-
certainty, or may not identify anyone at all. The de-
fense attorney will make the most of these weaknesses, 
emphasizing	the	witness’s	failure	to	make	a	confident	
identification. The same is true for other reforms de-
signed	to	minimize	false	convictions:	the	defense	will	
use them to cast doubt on the guilt of all defendants. 
Most police and prosecutors prefer to keep their in-
vestigations confidential and resist reform efforts be-
cause they may provide ammunition to the defense. 
An adversary system is a contest, and the search for 
truth is often eclipsed by the desire to win.

Policy Implications

Basic issues

The most dramatic development in the provision of 
intensive medical care in the past ten years is prob-
ably the use of checklists. The best known is a simple 
form that requires doctors to note that they have 
taken several time- honored steps to prevent infections 
when inserting bloodstream catheters: wash hands, 
clean patient’s skin with disinfectant, cover patient 
with sterile drapes, and so forth. In a pilot project in 
Michigan hospitals in 2004 and 2005, the use of this 
checklist decreased the rate of infection by 66% over 3 
months; in 18 months it saved $75 million and more 
than 1,500 lives (Pronovost et al., 2006). It seems 
that the best way to prevent bloodstream infections in 
intensive care units is not a new drug or better equip-
ment but a procedure that greatly increases the odds 

that doctors and nurses will do what they are already 
supposed to do.

Almost every reform we suggest is some version 
of trying to get police, prosecutors, and defense at-
torneys to do what they are already supposed to do. 
But doing that effectively is far more difficult for false 
convictions than for infections. For one thing, we are 
crippled by our ignorance. We know that checklists 
reduce deaths in hospitals because we can observe 
that outcome directly and compare mortality rates 
across different treatment regimes, but (by definition) 
we	never	recognize	false	convictions	when	they	occur,	
and we only occasionally discover them later on. For 
example, we have no idea how many innocent de-
fendants plead guilty or which ones do so and under 
what circumstances, so we are unlikely to identify the 
variables that matter. And we cannot learn much from 
field experiments. We might test a plausible technique 
for reducing false guilty pleas, but since we still will 
not be able to tell which defendants are guilty and in-
nocent, we will not know whether it works.

The fundamental reason for our pervasive ig-
norance is that guilt is a classification based on im-
perfect information. Classifications can be wrong in 
more ways than one. As we have noted, reforms that 
reduce false positives— convicting the innocent— 
may increase false negatives— failing to convict the 
guilty. As usual in this area, we can only guess at the 
effects of this tradeoff, but the adversarial nature of 
criminal litigation makes it much more complicated. 
Everybody in an intensive- care unit— doctor, nurse, 
or technician— has the same objectives: the survival 
and health of the patient. In court, the defendant and 
his lawyer do what they can to undermine the work 
of the prosecutor and the police— to get a dismissal 
or an acquittal— whether the defendant is innocent 
or guilty.

And then there is the question of cost. The 
American medical system is famously well funded. 
It accounts for 16% of our gross domestic product. 
There are, of course, huge problems of inefficiency, 
lack of access, and uneven distribution of medical ser-
vices, but they occur in an overall context of adequate, 
if not excessive, funding. The criminal justice system 
is starved. Few cases get anything like the attention 
they deserve. A plausible reform, like providing tri-
als to 25% of felony defendants, is unattainable, and 
even basic good practice— for example, collecting and 
preserving all physical evidence in all felony cases— 
cannot be done on existing budgets.9

the production of evidence

When the wrong person is arrested, prosecuted, and 
convicted, it usually means that the evidence against 
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him was defective. The most important kinds of evi-
dence for the prosecution are eyewitness testimony 
about what was done and who did it; physical evidence 
such as fingerprints, DNA, or stolen goods; and con-
fessions. Most reforms designed to reduce the num-
ber of false convictions involve improving the collec-
tion, interpretation, and preservation of these kinds 
of evidence. That applies even when the focus seems 
to be elsewhere. For example, careful scrutiny of jail-
house snitches is important, in large part because they 
generally claim to report confessions by defendants, 
and pseudoscientific expertise, such as handwriting 
analysis, can provide dangerously misleading interpre-
tations of critical items of physical evidence.

To	maximize	the	amount	of	high-	quality	evidence,	
investigations should be scrupulous and thorough, 
even when the case against a suspect already seems 
to be convincing. This is most obvious with regard to 
physical evidence such as fingerprints, blood, semen, 
surveillance tapes, weapons, and other objects related 
to the crime. Many physical traces are ephemeral. 
Rain obliterates footprints, friends carry off incrimi-
nating objects, the scene of the crime is compromised, 
and evidence that could throw light on the crime is 
irretrievably lost. It is crucial that the initial search be 
comprehensive— rather than focused exclusively on 
collecting evidence against the identified suspect— 
and the evidence that is collected should be care-
fully preserved for future analysis. If DNA testing of 
critical evidence is possible, it should always be done. 
Forensic testing should be done in laboratories that 
are held to high standards, operate independently 
from police departments, and are regularly monitored 
(National Research Council, 2009). Unfortunately, 
many American crime labs fall far short of this ideal. 
All this will cost money, but it would be money well 
spent since it would increase the likelihood both of 
finding the true criminal in the first place and of dis-
covering mistakes after the fact.

The use of DNA identification in rape cases il-
lustrates the benefits of careful attention to physical 
evidence. Twenty- five years ago, a rape trial in which 
the defendant claimed to be misidentified was usually 
a battle of credibility: the jury had to decide whose 
story to believe, the victim’s or the defendant’s. Now, 
if semen is recovered, DNA testing decides most of 
these cases, and they rarely go to trial. And in old 
cases, an innocent man serving time for rape may be 
exonerated, and the real rapist may be identified, by 
comparing the sample to profiles in DNA databases— 
but only if semen from the crime scene was collected 
and preserved. In the years to come, new technolo-
gies may extend this scenario to other tests and other 
crimes, if the collection and preservation of the physi-
cal evidence is conscientious.

In principle, the same logic applies to interroga-
tions, eyewitness testimony, and physical evidence 
that cannot be tested by means as definitive as DNA 
identification. If an interrogation is recorded and the 
recording is preserved, it is easier to tell whether the 
incriminating facts were provided by the suspect or 
by the interrogator. Recording interrogations may re-
duce false confessions because the police will be less 
likely to coerce or mislead the suspect if they know 
that the defense attorney and possibly the judge or 
jury will be able to see how the confession was ob-
tained. If, later on, new evidence suggests that a de-
fendant who was convicted on the basis of a confes-
sion might be innocent, the tape can be reviewed in 
order to reassess the authenticity of the confession.

In order to eliminate intentional or inadvertent 
suggestive police pressure on eyewitnesses, the offi-
cer who conducts the lineup should not know which 
person is the actual suspect. Several other procedures 
that can improve the accuracy of lineup identifications 
are currently used by some police departments. First, 
the other people in the lineup are chosen on the basis 
of the witness’s description of the suspect, making 
sure that the suspect has no identifying feature that 
makes him stand out: a person who did not witness 
the crime but who read the witness’s initial descrip-
tion should not be able to pick out the suspect (Doob 
and Kirschenbaum, 1973). Second, the witness is told 
that the criminal may not be in the lineup. Third, as 
soon as the witness has made a choice, she is asked 
how confident she is about that choice (cf. Wells  
et al., 1998). Fourth, if there are several witnesses, 
they are shown the lineup one at a time, with no in-
formation about how the others responded. All of 
these are good practices, and future technology may 
provide further improvements. For example, it may 
be possible to create a photo lineup on a laptop soon 
after a possible suspect is apprehended and show it to 
witnesses while their memories are still fresh.

Finally, as with police interrogations, video record-
ing the identification procedures may inhibit police 
bias at the time of the identification and will create 
a record that can be reviewed in case of later doubts 
about its accuracy. Recordings of interrogations and 
identifications will rarely provide evidence as strong as 
a DNA sample, but they are far better than what we 
have now— inconsistent recollections of police, sus-
pects, and witnesses.

Like extra care in collecting and preserving physi-
cal evidence, these reforms will cost money. There are 
other costs as well. A clear DNA match or mismatch 
does not raise the problem of false negatives, of letting 
guilty people go free. With these less conclusive forms 
of evidence, the very tactics that lead to false convic-
tions may increase the number of true convictions, 
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and preventing the police from using these tactics 
will likely reduce the number of true convictions. 
Misleading a guilty suspect about the strength of 
the evidence against him may induce him to confess. 
Directing a witness’s attention to the suspect in the 
lineup or urging her to make an identification may 
give her the confidence to identify the guilty person. 
Reporting an ambiguous fingerprint as a clear match 
might provide the extra evidence necessary to secure 
the conviction of the true criminal.

Recordings of interrogations or lineups may also 
provide powerful ammunition for shrewd defense at-
torneys, who could peruse them for any irregularities 
that may raise questions in the mind of the judge or 
jury, even if these irregularities should seem trivial in 
the context of the whole procedure. That is an in-
evitable consequence of the adversarial system and 
probably the major reason that police so often resist 
proposed reforms.

Big cases and small cases

Almost all of the false convictions we know about— 
those that end in exoneration— are big cases: murders 
and rapes for which innocent defendants were con-
victed at trial and sentenced to death, life imprison-
ment, or decades behind bars. A case of this scope 
consumes hundreds or thousands of hours of effort 
by police officers and lawyers on both sides. Big cases 
are fertile ground for confirmation bias: there are 
many stages, many pressures, and many opportunities 
for investigators to become committed to their theo-
ries. Perhaps as a result, these cases also frequently in-
volve serious misconduct by the attorneys or the offi-
cers involved. The most common type of government 
misconduct that we know about is the suppression of 
exculpatory evidence (Armstrong and Possley, 1999), 
but some cases include perjury by police officers (for 
example, forensic analysts), procuring perjury by civil-
ian witnesses, and planting physical evidence (Gross  
et al., 2005). When such misconduct is discovered, 
it is rarely punished (Ridolfi, 2007). On the defense 
side, the main failing is incompetence— lawyers who 
do nothing to prepare for trial, never talk to their cli-
ents, or ignore alibi witnesses and exculpatory physical 
evidence. Here, too, the rules are unenforced (Possley 
and Seargeant, 2011). Even egregious neglect rarely 
results in reversals of convictions or sanctions against 
the offending lawyer.

Addressing the problems of big cases is compara-
tively straightforward, at least in the abstract. They are 
already time- consuming, uncommon, expensive en-
terprises, and it would not take much more time and 
money to do things right. Government misconduct 
and incompetent defense should not be tolerated.10 It 

would not take a substantial increase in resources to 
collect and preserve physical evidence, conduct care-
ful identification procedures, record interrogations, 
or conduct systematic internal review within prosecu-
tion and police agencies to identify investigative errors 
before trial. O’Brien (2009) found that confirmation 
bias was greatly reduced if the subjects were asked to 
list evidence against, as well as in favor of, their theory 
of the case. Perhaps some version of that procedure 
would reduce false convictions, or a prosecutor or a 
police officer with no other role in the investigation 
could review the case as a devil’s advocate, looking for 
unexplored theories and evidence of possible errors 
(see also Findley and Scott, 2006).

The overwhelming majority of all criminal con-
victions, however, are comparatively small, routine 
cases: guilty pleas after cursory investigations. In the 
usual case, nobody— neither the defense nor the pros-
ecution, and certainly not the court— collects any 
evidence once charges have been filed; as a practical 
matter, the initial police report, however sketchy, 
forms the only factual basis for a negotiated plea 
bargain. Some of these cases may involve affirmative 
misconduct— perjury, intimidation, concealing excul-
patory evidence— but the nearly universal problem is 
simply inattention. An innocent defendant in a small 
case is likely to have two unattractive choices: take a 
bargain and plead guilty or hold out for trial, perhaps 
in pretrial custody, and hope that by then someone 
will come up with evidence of his innocence.

Inevitably, most false convictions happen in small 
cases, but we very rarely spot them. A global reform 
of plea bargaining in ordinary cases— for example, re-
quiring an independent factual investigation by the 
defense attorney— would involve a basic restructuring 
of the system of criminal litigation and a huge infusion 
of money. Some reform of this sort might be worth 
the cost, but it is unlikely to happen in the foresee-
able future and we do not know enough about false 
convictions in run- of- the- mill cases to know what 
sort of change is most likely to help. Eliminating plea 
bargaining entirely and providing trials to all or most 
defendants is out of reach, and there is no reason to 
believe that doing so would improve the accuracy of 
convictions. The alternative to a guilty plea is usually 
a trial, and the main reason that innocent defendants 
plead guilty is fear that they might be convicted at 
trial and receive much longer sentences. In most cases 
that fear is probably justified. For example, of the 35 
defendants in the Tulia mass exoneration, 8 went to 
trial, were convicted of drug dealing, and received 
sentences that averaged nearly 47 years and ranged up 
to life imprisonment. The other 27 Tulia defendants 
pled guilty: 1 was not sentenced, 11 received some 
combination of probationary terms and fines, and 15 
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were sentenced to terms that averaged about 7 years 
(Gross, 2008).

Our only suggestion for preventing false convictions 
in comparatively small criminal cases is the most basic 
and amorphous: those who handle such cases should 
remain alert to the possibility that the defendant might 
be innocent. This applies to everyone, from police offi-
cers to judges, but it is especially important for defense 
attorneys, who have unlimited access to the defendants 
and whose job it is to protect them.

Conclusion

This chapter began with a famous quotation from 
Judge Learned Hand. As we conclude, it may be in-
structive to read it again, but in the context in which 
it was written (United States v. Garsson, 1923). The 
question before the court was whether the defendant 
was entitled to see the evidence considered by the 
grand jury that indicted him. Judge Hand held that 
he was not:

Under our criminal procedure the accused has 
every advantage. While the prosecution is held 
rigidly to the charge, he need not disclose the 
barest outline of his defense. He is immune from 
question or comment on his silence; he cannot be 
convicted when there is the least fair doubt in the 
minds of any one of the twelve. Why in addition 
he should in advance have the whole evidence 
against him to pick over at his leisure, and make 
his defense, fairly or foully, I have never been able 
to see. No doubt grand juries err and indictments 
are calamities to honest men, but we must work 
with human beings and we can correct such er-
rors only at too large a price. Our dangers do not 
lie in too little tenderness to the accused. Our 
procedure has been always haunted by the ghost 
of the innocent man convicted. It is an unreal 
dream. What we need to fear is the archaic for-
malism and the watery sentiment that obstructs, 
delays, and defeats the prosecution of crime.

In short, procedures that help criminal defendants 
are far more likely to obstruct the conviction of the 
guilty than to protect the innocent. On the specific 
issue that Judge Hand decided, his argument is un-
convincing. In most states, grand jury records are now 
routinely turned over to defendants, along with many 
other types of prosecutorial evidence, with no appar-
ent harm. But the fear that Hand expressed remains a 
basic argument against many possible reforms.

Sometimes (as with grand jury records) this re-
action is nothing more than anxiety about change. 
Many police chiefs, for example, complain in advance 
that if they are required to record all station- house 

interrogations, there will be a steep drop off in con-
fessions and convictions; but in jurisdictions where 
this rule is implemented, the police soon switch sides 
and become advocates for recording (Sullivan, 2004). 
On other issues the problem is more complicated.

In theory, we guarantee every indigent criminal 
defendant an effective legal defense at state expense. 
But if we actually provided high- quality defense in 
every case (and we do not, not nearly), it would be 
harder to get convictions. Defense lawyers who actu-
ally investigate their cases will spot some false charges, 
but more often they will make the state work harder 
to convict the guilty. The state may have to find more 
evidence, do more legal work, and perhaps take more 
cases to trial rather than resolve them with guilty 
pleas. Even if the defense attorneys do not succeed in 
getting acquittals or dismissals for their guilty clients, 
the prosecutors and the police will have less time to 
pursue other criminals. That is Judge Hand’s basic 
complaint.

Extreme versions of this argument are ugly. It 
may be cheap to convict defendants by manufactur-
ing perjured evidence, or there may be no other way 
to nail a murderer you know is guilty, but nobody 
advocates perjury as a policy. On more mundane is-
sues, however— conducting thorough investigations, 
providing effective defense attorneys, disclosing evi-
dence that is unfavorable to the state, there is a serious 
problem. Our criminal justice system cannot possibly 
function as the rules say it is supposed to with the 
funds that we provide. Instead, we take shortcuts, of 
which the most common is plea bargaining, which pa-
pers over all holes in the work that precedes the guilty 
plea. If we actually require our public servants to do 
careful work, many fewer crimes will be prosecuted, 
unless we also greatly increase their budgets. Police 
and prosecutors must be forgiven for not believing 
that any increase in the work demanded of them will 
be matched by an increase in funding.

There are more than a million felony convictions a 
year in the United States, mostly for property or drug 
offenses, and millions of misdemeanor convictions. 
The sentences most defendants receive are compara-
tively light, but only comparatively. A year in jail is a 
harsh punishment by ordinary standards, and arrest, 
pretrial detention, and criminal conviction are severe 
punishments in themselves even if there is no post-
trial incarceration. The laboratory research on factors 
that increase or decrease false convictions is irrelevant 
to most of these cases. There is often no eyewitness 
other than the arresting officer, no lineup, no formal 
interrogation. In some small cases the suspect is in-
nocent, but our knowledge is so limited that we can 
offer little in the way of recommendation except to 
say that the problem of false convictions in this con-
text is potentially very serious and deserves research. 
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Our main suggestion is distressingly vague: everyone 
involved in processing such routine criminals should 
be on the lookout for cases of possible innocence.

For major crimes, especially the murders and rapes 
that dominate known exonerations, we have men-
tioned a variety of possible reforms throughout this 
chapter. Most are costly, but we believe that they are 
worth the money. We will not achieve accuracy, either 
in identifying and convicting criminals or in protect-
ing innocent suspects, by continuing to give in to our 
penchant for handling criminal investigations and 
prosecutions on the cheap.

In a world of adequate funding, we would simply 
say that the police and the lawyers should do what 
they are supposed to do and follow the practices we 
and others recommend. In the system that exists, we 
need to set priorities. We see two, and they bracket 
the criminal process:

First, if the initial investigation by the police is 
careless or incomplete, information is lost forever. 
Physical evidence that is lost or destroyed cannot be 
replaced. An interrogation that is not recorded cannot 
be reconstructed. Eyewitness memory that is altered 
by a suggestive lineup or suggestive questioning can-
not be retrieved. All of these steps happen before any 
defense investigation can possibly begin. That means 
that the state has a critical responsibility to collect and 
preserve physical evidence, record interrogations, and 
conduct and record careful nonsuggestive eyewitness 
identifications.

Second, we should be less rigid about reopening 
criminal cases after conviction. No legal system can 
function if court judgments are subject to open- ended 
review, but that principle has limits. It is uncommon 
for substantial evidence of innocence to emerge after 
conviction, but when that happens, there is a real 
possibility that the defendant is innocent. The most 
efficient way to limit the harm caused by convict-
ing the innocent is to reconsider convictions with an 
open mind when new evidence calls them into doubt, 
rather than reject the possibility because it is too late.

Notes

1. The case of Gary Dodson, who was exonerated in 
Illinois in August 1989 (Connors et al., 1996), is sometimes 
mistakenly described as the first DNA exoneration in the 
United States (e.g., Gross et al., 2005).

2. Unless we specify that we are discussing mass exonera-
tions, we use the term exoneration to refer to cases of inno-
cent defendants who were released as a result of proceedings 
that affected only their individual cases.

3. Our definition of exoneration also excludes known 
defendants who are almost certainly innocent but who have 
not been exonerated— frequently because they pled guilty to 

reduced charges in order to obtain freedom. For example, in 
1978 Terry Harrington and Curtis McGhee were convicted 
of murder in Iowa. In 2003, twenty- five years later, the Iowa 
Supreme Court reversed the convictions because the police 
had concealed evidence about another suspect. By then all 
the key prosecution witnesses had recanted their testimony. 
Both defendants were offered a deal: plead guilty to second- 
degree murder and go free. Harrington turned down the 
deal, and charges were later dismissed after the state’s star 
witness recanted once more; he was exonerated. McGhee 
decided to play it safe, took the deal, and was released. He 
does not count as exonerated since the final outcome of his 
case was a conviction, even though he is just as likely to be 
innocent as his codefendant (Gross et al., 2005).

4. Some researchers have attempted to estimate the rate 
of false convictions indirectly. Huff et al. (1996) surveyed 
officials who work in the criminal justice system and report 
that the great majority believe that wrongful convictions 
are rare— in the range of 1%. As Gross and O’Brien (2008) 
pointed out, that estimate is just collective guess work— and 
self- serving optimism to boot. Poveda (2001) tried to bal-
ance Huff ’s low estimate with data from surveys of prisoners,  
about 15% of whom claim to be innocent, but two unreliable 
and biased estimates are no better than one. Other research-
ers have used statistical models that build on the frequency 
of disagreements on verdicts between trial judges and juries, 
as reflected in surveys of criminal trial judges, to estimate 
that up to 10% of criminal convictions in jury trials are erro-
neous (Gastwirth and Sinclair, 1998; Spencer, 2007). These 
models, however, do not.

5. As Gross and O’Brien (2008) pointed out, most 
death- sentenced inmates are removed from death row and 
resentenced to life imprisonment, frequently within a few 
years of conviction, after which they are unlikely to receive 
the extraordinary attention and scrutiny that are devoted to 
reinvestigating and reviewing the cases of prisoners who may 
be put to death. And, of course, some false convictions must 
remain undetected even for defendants who are executed or 
die on death row from other causes.

6. A defendant who pleads guilty may also have the right 
to appeal, but the appeal is usually limited to procedural is-
sues that concern the entry of the guilty plea or the legality 
of the sentence.

7. The effect of appellate review may be much greater 
among capital cases, where the rate of reversal of death sen
tences, if not the underlying convictions, is far higher than 
the reversal rate for any other category of criminal judg-
ments (Liebman et al., 2000). If judges are more likely to 
reverse death sentences when they think the defendant may 
be innocent— and there is strong anecdotal evidence to that 
effect— this would mean that most innocent capital defen-
dants are removed from death row for procedural reasons 
even if they are not exonerated.

8. We are aware of a couple of recent attempts to open 
the process of factual review in adversarial systems of liti-
gation but have insufficient information to evaluate their 
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efficacy: (1) In 1997, Great Britain, which has an adversar-
ial common- law system that is similar in many respects to 
that in the United States, created a Criminal Cases Review 
Commission, which has the power to investigate complaints 
by prisoners that they were wrongfully convicted and to refer 
claims it deems meritorious to the appellate courts. In its 
first ten years, the courts took action on 313 referrals from 
the commission and exonerated the defendants in 187 cases, 
68% of those referred (Criminal Cases Review Commission, 
2009). (2) In 2007, the State of North Carolina created an 
Innocence Inquiry Commission that has some of the fea-
tures of the British Criminal Cases Review Commission 
(North Carolina Innocence Inquiry Commission, 2009).

9. The federal government is an exception. The federal 
criminal justice system is far better financed than the state 
systems, from investigative agencies and prosecutors through 
defense attorneys and courts. There are very few exonera-
tions in federal cases, which might in part reflect the impact 
of better funding, but federal cases differ sharply from state 
cases in many other respects as well. For example, federal 
cases account for about 6% of felony convictions and about 
12.5% of prison inmates, but only about 1.7% of convicted 
murderers are in federal prisons, and murder cases account 
for the majority of all exonerations in the past 30 years.

10. Part of the reason for lax enforcement of the profes-
sional rules against prosecutorial misconduct and defense at-
torney incompetence is the belief by courts and disciplinary 
authorities that defendants are guilty, so no harm, no foul. 
The defendants usually are guilty, but that is no justification 
for ignoring constitutional requirements and rules of profes-
sional conduct. One way or the other, enforcing these rules 
cannot depend on discovering miscarriages of justice. Most 
are never detected, and even when they are, the time lag is so 
long that the offending attorney has probably forgotten all 
about it, or has retired, or died— or become a judge.
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Chapter 10

Behavioral Issues of Punishment, 
Retribution, and Deterrence
John M. Darley

aDaM l. alter

How should policy makers approach the complex is-
sues that arise when a society attempts to minimize 
the “negative” behaviors of its citizens? Generally, 
some behaviors are deemed so harmful to society 
that they warrant a sanctioning response from soci-
etal agents. In the absence of official sanctions, the 
individuals who are harmed might attempt to admin-
ister idiosyncratic forms of justice, so any society must 
tackle the question of how to deal with such actions. 
Two significant questions arise: First, what sort of 
control system will capture citizens’ shared moral per-
spective on which acts should be punished and how 
harshly? Second, given what we know about human 
cognition and behavior, what sort of control system 
will produce the lowest crime rates?

We will deal with these two questions in turn. First, 
we will review recent research on people’s perceptions 
of wrongful actions and appropriate punishments for 
those actions. We will suggest that those judgments 
are generally intuitive rather than the product of more 
formal reasoning systems and that they are driven by 
information relevant to what punishment the offender 
“justly deserves” for his or her offense. We will sug-
gest that citizens’ perceptions of justice place limits 
on the types of societal punishment practices that will 
be perceived as fair and suggest that legal codes that 
violate those constraints cause citizens to lose respect 
for the justice system. We will then turn to the sec-
ond question, which concerns the crime- controlling 
efficacy of the punishment practices our society has 
adopted. We will focus our attention on whether our 
societal control systems are optimal, or even effective, 
for reducing crime rates in our society and conclude 
that they are largely ineffective. Our general claim 
here is that conventional approaches to dealing with 
crime, punishment, and deterrence in the legislative 
policy arenas deviate from what research on behav-
ioral decision making has recently discovered about 
how people actually think and behave.

Punishment Judgments are Just- Deserts 
Intuitions

We will make two basic arguments in this section. 
First, people’s punishment decisions are based on in-
tuitions rather than systematic reasoning processes. 
Second, the variable that drives people’s punishment 
decisions is an emotionally tinged reaction of moral 
outrage or anger that tracks the perceived moral 
“weight” of the transgression. Put differently, people 
make punishment decisions based on what they intui-
tively believe the offender justly deserves.

punishment Decisions are Intuitive

A considerable body of evidence from both labora-
tory and field studies suggests that punishment de-
cisions are driven by intuition rather than systematic 
reasoning processes. These decisions are intuitive be-
cause they rely on heuristic processes rather than on 
carefully deliberated reasoning (Kahneman, 2003). 
Frederick and Kahneman (2002) illuminated two 
such heuristic processes when they reanalyzed data 
from an earlier study (Kahneman, Schkade, and 
Sunstein, 1998) in which participants from the Texas 
jury roll suggested punitive damages for mock civil 
cases. They found that the participants awarded dam-
ages in amounts that were highly correlated with a 
product of their outrage in response to the offend-
ing conduct and the degree of perceived harm re-
sulting therefrom (r = .90 when the offending firm 
was large; r = .94 when the firm was medium sized). 
Frederick and Kahneman “did not intend to suggest 
that respondents separately assessed outrageousness 
and harm and then computed their product; rather, 
[they proposed] that the feeling of outrage is ordi-
narily sensitive to both the recklessness of the culprit 
and the suffering of the victim” (2002, p. 64). In 
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short, people punish using an intuitive combination 
of wrongfulness and harmfulness.

Other studies have similarly shown that people rely 
chiefly on wrongfulness when calculating appropri-
ate sentences for criminal acts. In one study (Alter, 
Kernochan, and Darley, 2007b, Study 1), participants 
suggested appropriate sentences for shooting, theft, 
and assault crimes that varied according to whether 
they were both harmful and wrongful (an intended and 
completed offense), only wrongful (a failed attempt), 
or only harmful (a mistake). Although both harmful-
ness and wrongfulness mattered, wrongfulness was a 
significantly stronger predictor of sentence severity for 
all three crimes. In a second study (Alter, Kernochan, 
and Darley, 2007b, Study 2), Princeton University stu-
dents believed they were punishing their peers for vio-
lations of the university’s honor code. Again, although 
harmfulness and wrongfulness both mattered, students 
suggested sanctions that were tied most strongly to the 
wrongfulness of the violation. These effects also per-
sist in the realm of criminal defenses, where people are 
more willing to give a dispositionally moral defendant 
the benefit of the ignorance of the law defense (Alter, 
Kernochan, and Darley, 2007a).

The intuitive origins of justice are nowhere more 
evident than in children, who evince an increasingly 
sophisticated tendency to punish and allocate re-
sources as they mature. Notably, even young children 
who cannot explain the reasoning behind their judg-
ments demonstrate remarkably robust intuitions (e.g., 
Darley and Schultz, 1990; Kohlberg, 1981; Piaget, 
1932/1965). Kohlberg (1981) mapped out a series 
of moral stages through which every child passes in a 
set order. Although research has cast some doubt on 
the universalism of Kohlberg’s theory (e.g., Gilligan, 
1982; Turiel, 1983), researchers broadly agree that 
children develop intuitive notions of right and wrong,  
and justice and injustice, well before they have devel-
oped comparable logical reasoning capacity.

At the other end of the expertise spectrum, judges 
also demonstrate the use of common- sense intuitions 
in rendering punishments (Hogarth, 1971). One 
consequence of relying on intuition is that judges, 
who have widely varying political and ideological 
views, generate untenably inconsistent sentences for 
the same crimes (e.g., Tetlock et al., 2007). Legal 
bodies in the United States responded to such vari-
able sentences by devising various model penal codes 
that were designed, in part, to standardize sentenc-
ing (Kadish, 1999). Foreign judiciaries have shown a 
similar tendency to rely on intuition. Negligence law 
in England and Australia depends largely on tests of 
“commonsense” (Vinogradoff, 1975), and the chief 
justice in the Supreme Court of New South Wales, 

Australia, has written guideline judgments that pro-
vide steps in an effort to dissuade free- form, intuitive 
approaches to sentencing (e.g., R. v. Jurisic, 1998).

Several other psychological researchers have con-
cluded that moral decisions in general tend to be 
products of intuition rather than complex cognitive 
reasoning. They report that, at least sometimes, peo-
ple make quick judgments that certain acts are clearly 
morally wrong but are unable to articulate the reason-
ing that led them to that decision. Haidt’s well- known 
work (2001) on moral dumbfounding demonstrates 
that people quickly respond that, for instance, an 
act of brother- sister sexual intercourse is wrong. But 
when Haidt’s experimenter pressed them to supply 
reasons why it is wrong, they struggled to find a logi-
cal basis for their moral position. For example, many 
cite reasons such as the psychic damage that could 
be done to one of the participants or that a geneti-
cally defective baby could result, even though those 
reasons cannot be true, as the experimenter pointed 
out, because elements in the story told to the partici-
pants ruled out those possibilities. Having run out of 
reasons why it is wrong, the participants often ended 
by asserting, “it is just wrong,” thus falling back on 
their intuitions.

Several researchers who have worked with “trol-
ley car” problems have reported a similar effect. The 
core of the trolley- car scenario, invented by the phi-
losopher Phillippa Foot, describes a runaway trolley 
car that, if it continues, will kill five people working 
on the track farther down the incline. This outcome 
can be changed if the respondent throws a switch to 
divert the trolley to another track, in which case it 
will kill only one person. In an alternative scenario, 
the respondent must fatally push a bystander from 
a footbridge onto the track below to save the five 
workers. The utilitarian considerations are identical 
here in the two cases: killing one to save many. Most 
people, however, report that although throwing the 
switch would be the moral action and they would do 
it, pushing the person onto the tracks would be im-
moral and they would not do it. When one set of re-
searchers (Hauser et al., 2007), who had given their 
respondents both of these scenarios, buried among 
many others, confronted their respondents with the 
discrepancy, about 70% of the respondents could not 
provide an explanation of why they differed on the 
two cases, echoing Haidt’s moral dumbfounding 
work. Based on his work and his review of other work, 
Haidt concluded that “moral judgments” derive from 
“quick automatic evaluations (intuitions)” (2001, p. 
814), and Hauser  et al. suggested that “much of our 
knowledge of morality is . . . intuitive, based on un-
conscious and inaccessible principles” (p. 125).
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Punishment intuitions are Just- deserts based

These intuitive punishment judgments are driven by 
information about the moral wrongness of a harmful 
action. The just- deserts punishment notion is a re-
tributive one that was articulated by Immanuel Kant, 
who argued that perpetrators ought to be punished 
in proportion to the moral offensiveness of their ac-
tion. The critical just- deserts variable is the moral 
wrongness of the crime. That is, more morally wrong 
crimes deserve more serious punishments. Typically, 
crimes against persons are regarded as the most 
wrong, and they are perceived to require the most 
severe punishments. Further, factors that mitigate or 
exacerbate the morality of the action also affect pun-
ishment judgments. Thus, holding the severity of the 
crime constant— say, an embezzlement of a constant 
amount of money—one would punish less severely 
if the money was needed for a medical operation for 
the embezzler’s child, and more severely if the money 
was needed to continue the embezzler’s life of de-
bauchery. Similarly, any circumstance that mitigates 
responsibility for the action, as J. L. Austin (1956) 
famously pointed out, would also mitigate the moral 
severity of the offense. In short, a person seeking re-
tributive justice via just- deserts punishments will be 
concerned with those factors that exacerbate or miti-
gate the moral outrage provoked by the action and 
seek to balance moral magnitude of the offense with 
the punishment.

In contrast to just- deserts considerations would be 
the claim that punishment judgments are based on 
one or more utilitarian considerations, such as the 
desire to deter the punished offender from future of-
fenses (specific deterrence), the desire to signal to the 
general populace that the action in question is forbid-
den (general deterrence), or the desire to lock away a 
dangerous person who will commit future dangerous 
actions (incapacitation).

One way of ascertaining people’s punishment 
goals would be simply to ask them. Generally when 
this is done, respondents tend to agree with state-
ments representing aspects of all three of those goals. 
As we have argued, however, the sorts of punishment 
judgments made in response to the presentation of a 
specific case are intuitive judgments. The workings of 
the intuitive system are automatic and not recover-
able by introspection, a case made most powerfully by 
Nisbett and Wilson (1977), who first demonstrated 
that in a series of judgment tasks that we now would 
say were of the sort that are made intuitively, the ac-
tual decisions made depended on certain factors, such 
as the positioning of the chosen object in the choice 
array. When asked why they made a particular choice, 

participants appeared to formulate an after- the- fact 
answer that did not correspond to the experimentally 
demonstrated actual basis for their choice. Second, 
and probably equally influentially, Nisbett and Wilson 
reviewed several other areas of research in which the 
real determinants of the respondents’ judgments were 
not recoverable by the respondents. Since their paper 
appeared, psychologists have been skeptical about 
relying on the veridicality of people’s reports about 
their internal decision processes.

Happily, another method for discovering the de-
terminants of people’s judgments exists. In fact, it was 
the method that Nisbett and Wilson used to discover 
the real determinants of their subjects’ choices. This 
approach, which is frequently described as a policy- 
capturing approach (Cooksey, 1996), is employed in 
punishment research as follows. First, the researcher 
thinks through the factors that are important to know 
if one is determining a punishment for an offense 
based on, say, a retributive stance, but which are of 
less importance from an incapacitative stance, then 
she considers next which factors make a difference 
from, say, a deterrence perspective, and so on. For in-
stance, any information about whether the offender 
is likely to reoffend is mainly important to those who 
seek to sentence in order to protect society from ha-
bitual criminals, an incapacitative stance.

The first study in the sequence (Darley, Carlsmith, 
and Robinson, 2000) will illustrate this method for 
discovering the actual determinants of punishment 
judgments. Participants in this study read ten vi-
gnettes that described various crimes ranging from 
quite minor (e.g., stealing music CDs from a store) 
to quite severe (e.g., political assassination). The vi-
gnettes also varied the prior history of the perpetrator: 
he was described either as a first- time offender with 
no history of misbehavior or as a repeat offender who 
had committed similar crimes in the past. In this way, 
Darley, Carlsmith, and Robinson manipulated the 
moral severity of the crime (a retributive factor) and 
the likelihood of future offenses (an incapacitative fac-
tor). The dependent variable was the duration of the 
recommended prison term.

The results were quite clear. When it came to the 
duration of the sentence, people were highly sensi-
tive to the severity of the offense and largely ignored 
the likelihood that the person would offend again. 
Manipulation checks revealed that people clearly un-
derstood whether the perpetrators were likely to reof-
fend but did not use that knowledge in determining 
sentence severity. Rather, it was the just- deserts con-
siderations that determined the punishment severities 
assigned. In short, people punished exclusively in pro-
portion to the moral weight of the crime.
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One other result of the study tends to confirm the 
central role of just deserts in punishment decisions. 
After making their initial ratings (the ones we have 
just discussed), the participants were asked to review 
the vignettes a second and a third time from retribu-
tive and incapacitative perspectives. We explained to 
participants in some detail the goals of these theories, 
how they differed from each other, and how they op-
erated in general. We then asked them to assign pun-
ishment again from these perspectives.

People adopting the retributive perspective gave 
sentences that tracked the moral severity of the of-
fense closely and did not track the incapacitative fac-
tors. When they adopted the utilitarian, incapacitative 
perspective, they became highly sensitive to the future 
risk of the offenders, as one would expect, but nei-
ther did they ignore the moral severity of the offense. 
The moral severity of the crime intruded on their sen-
tencing and remained a significant predictor of the 
sentence. This suggests the persistent importance of 
just- deserts factors in the punishment decisions of the 
ordinary person.

Furthermore, the punishment decisions made in the 
subjects’ first pass through the cases, when they were 
making their own decisions uninstructed by the ex-
periments, strongly resembled the decisions they made 
when they were instructed to make decisions based on 
a just- deserts stance and were quite different from the 
decisions made when instructed to use an incapacita-
tive stance. Again, these findings suggest that the just- 
deserts, retributive, stance is the one people normally 
take when they are punishing moral offenders.

In a second series of studies, Carlsmith, Darley, 
and Robinson (2002) assessed whether retribution 
or deterrence considerations more strongly motivate 
people to punish. Although participants claimed that 
both retribution and deterrence were important fac-
tors, their actual sentences consistently reflected re-
tributive goals to the exclusion of deterrence goals. 
In each of three studies, Carlsmith, Darley, and 
Robinson manipulated separately the harmfulness and 
moral gravity of each wrongful action. For example, 
in one study, the perpetrator either embezzled money 
from his firm (low deservingness) or dumped toxic 
chemicals in a public waterway (high deservingness). 
Each crime also varied according to whether it was 
easy to detect (low need for deterrence) or difficult to 
detect (high need for deterrence). Although partici-
pants’ suggested sentences were highly attuned to the 
moral gravity of the crime (retribution), they almost 
entirely disregarded how easily the crime could be 
detected (deterrence). A mediational analysis showed 
that moral outrage, the emotional reaction presumed 
to accompany retribution, mediated the relationship 
between punishment deservingness and punishment 

severity. Like Darley et al. (2000), Carlsmith, Darley, 
and Robinson (2002) managed to isolate the deter-
minant of people’s sentencing decisions by manipulat-
ing each of the potential determinants orthogonally. 
In both cases, participants punished offenders who 
behaved immorally and largely ignored, or paid less 
attention to, deterrence, incapacitation, and other 
pragmatic concerns.

Punishment decisions as Just- deserts intuitions:  
Policy consequences for Legal codes

By now, it should be clear that there is considerable 
evidence that people are intuitive retributionists. They 
punish offenders according to how strongly those of-
fenders deserve punishment (e.g., Carlsmith, Darley, 
and Robinson, 2002) and quantify deservingness 
chiefly according to how wrongfully the offender 
behaves (Alter, Kernochan, and Darley, 2007b). The 
question then arises of whether and to what extent 
code drafters should consider these intuitive legal 
codes in the minds of the populace when enacting 
laws. One argument for doing so is that in a demo-
cratic society, the views of the citizens should at least 
be considered by code drafters. Code drafters may 
disagree with some of the views of the citizens, but 
they should at least seek to persuade the citizens of 
the moral correctness of the code drafters’ stance.

There is a strong policy argument for, in so far as 
possible, shaping the general patterns of the criminal 
codes around the shared moral codes of the citizens. 
As psychological researchers have begun to examine 
the determinants of law- abidingness, they have dis-
covered that the more citizens regard laws as “moral,” 
the more they are likely to obey them. Tyler’s major 
study (1990) on why people obey the law is gener-
ally recognized as the beginning of the demonstration 
of the importance of procedural justice in promot-
ing law- abidingness, but it also presented compelling 
evidence of the importance of perceptions that the 
law is morally right in promoting law- abidingness. 
He reviewed (p. 37) four previous studies that found 
correlations between the perceived morality of a law 
and the degree to which the perceiver has obeyed the 
law in the past and intends to obey it in the future. In 
his own large- scale panel study on compliance with 
the law, the perceived moral appropriateness of the 
laws made an important contribution to predicting 
people’s willingness to obey the laws (p. 60).

Developing Disrespect for the Law

Several studies have examined the contention that is 
most relevant to our argument— that the perception 
that the laws are “immoral” causes an unwillingness to 
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obey the laws. Two studies (Silberman, 1976; Tuttle, 
1980) reported correlational results indicating that 
those who regard the laws as immoral are less likely to 
obey them. More recently, psychologists have sought 
to demonstrate that respondents who discover that 
the legal system strays from their moral sensibilities 
move toward disrespect for and disobedience of the 
law. Greene (2003) and Nadler (2005) independently 
showed that people develop contempt for such legal 
systems and become willing to engage in minor legal 
violations that, in their minds, restore the balance of 
fairness. Greene asked participants to read newspaper 
articles that reported manifestly unfair punishments; 
in some cases people were punished too harshly (e.g., 
a couple sentenced to five years in prison for engaging 
in oral sex contrary to an Idaho statute) and in oth-
ers, not severely enough (e.g., a teenager is exoner-
ated after refusing to intervene when his friend rapes 
a young girl). Relative to those who read articles de-
scribing fair punishments, participants who read un-
fair cases tended to report greater dissatisfaction with 
the law and a greater desire to violate minor laws. 
Similarly, in Nadler’s study, participants read articles 
that described soon- to- be- introduced legislation that 
was either fair or unfair. Later, participants who read 
articles outlining unfair legislation scored higher on a 
“likelihood of criminal behavior” questionnaire.

Unfair legal systems also tend to encourage jury 
nullification (Greene, 2003; Nadler, 2005), in which 
jurors refuse to return guilty verdicts against defen-
dants who unequivocally satisfy the legal tests for con-
viction. Nullification pushes the democratic nature of 
jury trials to its limits, and regular displays of nullifi-
cation are a clear indicator that the legal system fails 
to reflect prevailing community mores. For example, 
nullification was particularly prominent during the 
early Civil Rights era, when all- white juries regularly 
refused to convict white defendants who killed black 
victims (Conrad, 1998). In one study (Nadler, 2005), 
some participants read the story of David Cash, a 
homeless defendant who stole a shopping cart and was 
sentenced to life imprisonment under a “three strikes” 
mandatory sentencing law. Understandably irate, these  
participants were more likely to acquit a plainly guilty 
defendant in the second phase of the study.

What we have made here is a utilitarian argu-
ment for having the criminal justice system organized 
around the one nonutilitarian principle for distribut-
ing punishment— just deserts. The argument is that 
distributing punishments in ways that clash with the 
moral sensibilities of citizens erodes their willingness 
to obey the law. At the policy level, it is worth asking 
whether this is a concern that needs to be addressed. 
Is there a gap between legal codes and community 
sentiments?

The increasing Gap between codes and  
community sentiments

The answer is yes. There are a number of gaps, and  
scholars suggest that such gaps are growing. Un-
fortunately, the legal system at large is moving pro-
gressively further from people’s sensibilities (Kadish, 
1999). American legislatures are steadily increasing 
the number of acts that attract criminal sentences, 
many of them trivial and prosecuted capriciously 
(Cof fee, 1991, 1992). According to California law, 
for example, landowners can be punished severely for 
allowing wastage of artesian water on their property 
(California Water Code, 2003). Coffee (1992) has 
even suggested that the criminal law has begun to en-
croach on civil law territory, so that civil wrongs that 
once attracted civil damages are now punished with 
criminal fines and even prison sentences. More and 
more offenses are strict liability offenses, for which 
no showing of a deliberate commission of a known 
moral wrong is required. This draconian approach 
to criminal prosecution and sentencing offends the 
morality- based just deserts approach that we suggest 
people endorse. As such, the criminal legal system is 
increasingly likely to attract contempt, flouting, and 
jury nullification and, at a second- order level, risk los-
ing its moral credibility as a legitimate source of guid-
ance as to whether actions are right or wrong.

On the Chances of Achieving Deterrence by 
Increasing Sentence Duration

We will next examine an actual practice of the criminal 
justice system from the perspective of recent discover-
ies in behavioral research and suggest that the practice 
is close to useless. The policy in question is the sys-
tem’s increasing reliance on lengthy prison sentences 
to deter crime.

Since the 1960s, politicians in the United States 
have legislated considerable increases in the duration 
of the prison sentences assigned for a good many 
crimes. American crime- control policy makers have 
sought to reduce or even reverse, what was perceived 
to be frightening increases in crime rates by greatly 
increasing the standard penalties assigned to most 
crimes. Policy makers have thus sought to deter crimes 
by manipulating one of the three determinants of the 
deterrent weight of the punishment: specifically, they 
have chosen to increase sentence severity as opposed 
to increasing the probability of detection and convic-
tion for the crime or shortening the interval between 
the commission of the criminal act and the eventual 
imprisonment for the crime.
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Is this likely to be an effective way of reducing 
crime? We first review the aggregated studies that 
gather evidence on the degree to which upward ad-
justments in the duration of a criminal penalty cause 
reductions in the aggregated rate of commission 
of that crime. This has been taken as the appropri-
ate measure of whether lengthening the duration of 
sentences accomplishes an increase in the deterrent 
force of the penalty. Examining the conclusions of the 
available criminological reviews of the issue, we con-
clude that it has not. We will next examine why it has 
not been effective. Drawing on recently developed 
behavioral- science thinking about what we might call 
the psychology of the decision making of a person 
contemplating a crime, we will suggest why it is that 
manipulations of sentence duration will be ineffective 
in controlling crime rates.

It is important to be precise about exactly what 
we are claiming about the relationship between the 
canonical existence of criminal punishments, gener-
ally prison terms, and the rates of crime commission. 
We do not doubt that the generalized knowledge that 
penalties follow if one commits actions that the soci-
ety considers criminal does influence the conduct of 
society members. We note that a consistently present 
institution in many, perhaps all, societies, is a “crimi-
nal justice system” to inflict these punishments. Here 
we are echoing the conclusion of Nagin (1998), one 
of the leading empirical researchers on the control of 
criminal behavior, “that criminal punishment has had 
deterrent effects.” What we do suggest is that sev-
eral decades of legislative activity that has increased 
piecemeal the duration of the sentence for any crime 
that is currently attracting the public’s attention will 
not be effective in reducing the aggregate rate of that  
crime.

Second, we will suggest that the recently accumu-
lated evidence about how individuals make decisions 
reveals why lengthening the duration of sentences is 
generally an ineffective deterrent. We do not think 
that gains in crime control are impossible from a 
behavioral- decision- making point of view, but we 
think that increasing sentence duration is not the way 
to get them. We suggest ways in which a deterrent 
force can successfully be brought to bear on crime 
commission, largely through increasing the salience 
of the surveillance mechanism.

Finally, the policy implications of these arguments 
will be considered. We are paying the grim societal 
price associated with incarcerating more and more 
people for longer and longer prison sentences without 
reaping the gains that were assumed to follow from 
these practices.

The united states Project: increasing sentence  
Duration to Deter

Our society seems to have converged on the following 
causal story about crime and its control. We believe 
in agentic actors, that is, actors who are the origins 
of their own actions and who exert a high degree of 
control over the commission of these criminal actions. 
Furthermore, we hold the theory of control that is 
thereby implied, which is that if enough punish-
ment follows the action in question, then the actor 
will be deterred from the commission of the action. 
Moreover, imprisonment fulfills the goal of incapaci-
tating the criminal while he or she undergoes the ref-
ormation process associated with appropriately swift 
and severe punishment. The task of our criminal jus-
tice system is to administer that punishment, to deter 
the actor from the commission of those crimes. This 
practice has the useful side effect of signaling to other 
actors who are contemplating crimes that they should 
refrain from committing them. This is the general 
deterrence effect. All of this was usefully formalized 
by Jeremy Bentham (1830/1975), who suggested 
that the task of the criminal justice system was to set 
the penalty for a crime high enough so that it would 
outweigh whatever gains or pleasures that the crimi-
nal would achieve by committing the crime. In other 
words, our culture tends to think about crimes from 
a rational- actor perspective, although Becker (1968) 
and others have found it useful to reinstate the power 
of this perspective from time to time.

Since the 1960s, the United States criminal justice 
system has been engaged in a policy of attempting to 
deter crime commission by increasing the duration of 
the sentence assigned to the crime. Criminal codes 
are generally set by state legislatures, and states have 
rivaled each other in being “tough on crime.” It may 
well be that our legislatures are filled with ardent 
Benthamites, attempting to manipulate the deter-
rence calculus, although a public- choice perspective 
would suggest that legislators are instead responding 
to rational calculations about being voted out of of-
fice if they leave open any possibility of being accused 
of “being soft on crime” by rival candidates.

Whatever the reasons for this expansion, it has 
swelled the prison populations. In 2004, 726 of every 
100,000 residents were incarcerated, the highest rate 
in U.S. history and the highest rate in the Western 
world (Barkow, 2006). Meanwhile, sentences have 
continued to lengthen, partially due to legislatively 
imposed increases in sentences for most offenses be-
ginning about 1972. There has also been a pattern of 
“upgrading” offenses in criminal codes, such as up-
grading drug possession offenses from misdemeanors 
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to felonies. Finally, many states have passed “three 
strikes and you’re out” laws which assign startlingly 
long sentences to felons who have committed a third 
offense. And furthermore, many states have enacted 
truth- in- sentencing laws that, for instance, deny any 
possibility of parole until quite high a percentage of 
the prison sentence has actually been served. The net 
result has been to increase the prison population of 
the United States, which was estimated at around 
600,000 in 1972, to well over 2 million persons in the 
first years of the twenty- first century (Tonry, 2004). 
Given that prison budgets come from the states’ dis-
cretionary, rather than mandated, funds, there has 
been some crowding out of expenditures on other 
systems, such as school systems, by the increased costs 
needed for the state penitentiary systems to cope with 
this rise in the incarcerated populations.

Looking back, it is worth noting that when legisla-
tors decided to increase sentence severity, they faced 
two general options for doing so: either making the 
moment- by- moment experience of suffering in prison 
more dire, or attempting to increase the negativity of 
the prison experience by increasing its duration. By 
and large, legislative decision makers have used the 
latter technique. Some legislatures, however, have 
made decisions that were conceived as increasing the 
negativity of the prison experience. This included re-
ducing or eliminating prison educational programs, 
exercise facilities, libraries, televisions, and other 
entertainment facilities so as to diminish the “coun-
try club” perceptions of prisons. And many public- 
opinion observers have perhaps sensed, rather than 
measured, the willingness of segments of the popula-
tion to mandate physical inflictions of pain for crimi-
nal offenders.

Clearly, it would be possible to increase the se-
verity of punishments more directly. In prior times, 
societies quite actively varied the severity of punish-
ments, ranging from torture to floggings to cruel in-
flictions of the death penalty. For a complex set of 
reasons, best explicated by David Garland (1990), at 
least Western societies no longer engage in these in-
flictions. And those reading this almost certainly agree 
with this renunciation. One criminal justice scholar 
does not. Graeme Newman published a book in 1985 
titled Just and painful: A case for the corporal punish-
ment of criminals, in which he advocated a sort of 
electronic flogging. His comment was that this was 
likely to be a more effective deterrent, and his case 
was that it did not inflict the usual horrible conse-
quences of long prison terms on criminals. In the pro-
logue to the second edition (1995), he reported the 
overwhelming negative responses his book got from 
the media, a response that suggests that we will not 

adopt such practices. So, by and large, we have varied 
our inflictions of what Bentham called the severity of 
the “pain” on criminals by adjustments in the dura-
tion of prison sentences (until those increases are in-
sufficient and we resort to the death penalty). By this 
approach, if we seek to affect the deterrent effect of 
the penalty by increasing the severity of it, we will ac-
complish this by manipulations of sentence duration.

are increases in sentence duration effective in  
Reducing Rates of crime?

Have the quite- considerable increases in sentence se-
verity achieved corresponding decreases in the rates 
of commission of various crimes? There are two re-
cent reviews of this question. The first, by von Hirsch 
and his associates (1999), is rather cautious in its con-
clusions. To begin with, the authors are rather tact-
ful: “The evidence concerning severity effects is less 
impressive” (p. 47). As they go on, they reveal that 
they do not find it impressive at all: “Present associa-
tion research, mirroring earlier studies, fails— as just 
noted— to disclose significant and consistent negative 
associations between severity levels and crime rates” 
(p. 47).

Doob and Webster (2003) came to a more forth-
right conclusion: “Based on the weight of the evi-
dence, including recent evidence made available from 
‘three strikes’ laws, we will not obtain general deter-
rence effects by alterations in sentence severity that 
are within the limits that are plausible in Western 
countries” (p. 143).

Researchers like von Hirsch reveal a note of sur-
prise that evidence is not found for what must seem 
like a tautology— the more severe the sentence, the 
more deterrent effect it must have. This may account 
for the general impulse of researchers to continue to 
look for severity- produced crime- rate reduction and 
the continued use by politicians of the strategy of 
increasing sentence severity to control what are per-
ceived as rising crime rates.

The effects of Probabilistic Future outcomes on  
Decisions in the present

The behavioral- decision- making community, we sus-
pect, is not at all surprised by the empirical evidence, 
because they are aware of a number of reasons why 
a legislatively imposed upward change in the sen-
tence duration for some crimes does not “make its 
way” through the multiple steps necessary to affect 
the behavior of potential offenders. The primary rea-
son is that regardless of how we manipulate severity, 
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we need to remember, as Bentham pointed out, that 
there are two other components of punishment which 
can be expected to influence its efficacy as a deterrent: 
first, the certainty with which it is administered, and 
second, the celerity of its administration. It is useful to 
equate certainty with the likelihood that a crime com-
mitted will be detected and the criminal found, tried, 
convicted, sentenced, and imprisoned. The celerity 
with which the punishment is administered might 
refer to the interval from the commission of the crime 
to the convicted criminal entering the prison to serve 
his sentence; alternatively, given human representa-
tional capabilities, it could begin when the offender 
is arrested and charged with the offense. What this 
means is that the deterrent weight of a punishment is 
some function of the severity of the punishment, the 
likelihood of receiving the punishment, and the delay 
with which it is either pronounced or administered 
after the offense. Of course, celerity and certainty are 
more likely to influence a potential offender’s conduct 
when he or she has offended previously. Specifically, 
the difference between experiencing punishment as 
swift and consistent, or slow and erratic, is likely to 
be more immediate and behavior- altering for a per-
son who has experienced these consequences directly 
rather than learning of them from others.

Robinson and Darley (2004) considered the like-
lihood that an offender would be identified and ul-
timately imprisoned, and the average length of time 
between the commission of the crime and his or her 
imprisonment. They found that of all offenses that 
are reported as committed on the various surveys of 
citizens, only 1.3% result in the identification of the 
criminal and subsequent punishment and that only 1 
of every 100 of those convicted is sent to prison. The 
gap between the commission of a crime and imprison-
ment is also quite long (if the person is convicted at 
all). Even defendants who plead guilty experience a 
mean arrest- to- sentencing delay of 7.2 months, and 
those who elect not to plead guilty wait an average of 
12.6 months. The question, then, is how these gaps 
influence the deterrent impact of criminal sentences. 
It is usual to think of these functions as multiplica-
tive, but this need not be true of its general shape. It 
is, of course, likely to be true when there is no pos-
sibility of being detected or when the severity of the 
punishment is so mild as to be negligible. That is, if 
one is highly unlikely to be apprehended, then, intui-
tively, even severe punishments could be risked; or if 
the punishment is mild, even if it is likely to occur, it 
could be risked. Given (as reported above) that con-
viction probabilities for most criminal acts are 1.3% or 
below and the delays between crime and (low prob-
ability) punishments often exceed a year, punishments 
are unlikely to be so severe as to raise the deterrent 

weight of the function to affect criminal behavior 
significantly.

The interval from arrest to conviction to prison, 
the “celerity” term in Bentham’s equation, has not 
been the subject of much analysis, perhaps because 
court dockets are notoriously crowded and delays are 
often sought by one or the other side in the American 
adversarial system. But that dearth of study is regret-
table, because evidence from one of the rare celer-
ity studies suggests that it may be a powerful variable 
when the particularities of the criminal justice sys-
tem make possible experimenting with its full range. 
Interestingly, many legislatures have moved toward 
allowing summary punishments, in which the crime 
is punished on detection and detection quickly fol-
lows the crime. Using interrupted time- series models, 
Wagenaar and Maldonado- Molina (2007) analyzed 
the effects of changes in state laws that now allow 
for immediate administrative (i.e., preconviction) 
suspension of driving licenses of drivers who failed a 
breath test when they were pulled over. They report 
that these policies “have significant and substantively 
important effects in reducing alcohol- related fatal 
crash involvement by 5%, representing at least 800 
lives saved per year in the United States.” The effect 
was seen at all drinking levels, from below the legal 
limits to extremely drunk drivers. “In clear contrast, 
post conviction license suspension policies have no 
discernable effects.” They also draw the lesson that 
“penalties delayed, even if relatively severe, do not 
have clearly demonstrable effects on behavior. But 
penalties applied immediately, even if more modest, 
have clear deterrent effects.”

The behavioral Perspective: Time discounting

Perhaps the best- known discovery of researchers of 
behavioral decision making is that events that will or 
may happen in the future exert less sway on decisions 
in the present than they rationally should. This has 
been referred to as hyperbolic discounting, but more 
recently, with the realization that the discounting 
function is not always hyperbolic in shape, the phe-
nomenon has been referred to by the more neutral 
term of time discounting (e.g., Read, 2001).

As should be clear, time discounting is highly rel-
evant to punishment policies. Although popular legal 
television shows convey the impression that sentencing 
snaps at the heels of arrest, the actual delay between 
arrest and sentencing is substantial. In the United 
States, the arrest- sentencing lag exceeds the duration 
of many sentences, ranging from 3 months in Seattle, 
Washington, to 15 months in Hackensack, New Jersey, 
with the median lag exceeding 6 months across all  
U.S. criminal courts (Ostrom and Kauder, 1999).
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The delay between arrest and sentencing distin-
guishes criminal activity from other forms of labor. 
Whereas professionals and tradesmen cannot enjoy 
financial rewards before they earn qualifications and 
a reputation, criminals enjoy their ill- gotten gains to-
day, and only occasionally suffer punishment later 
(Davis, 1988; Wilson and Herrnstein, 1985). This 
cost- following- benefit reversal, where the cost of pun-
ishment is not a certainty, has important consequences 
for the justice system. Just as many Americans forego 
a four- year bachelor’s degree because the distant 
promise of financial reward is both remote and un-
certain, would- be criminals impulsively seize a crimi-
nal opportunity because the prospect of retribution is 
too distant and insufficiently certain to deter. Again, 
although would- be criminals are likely to learn of the 
typical delay between crime and punishment from 
other offenders, the effects of time discounting might 
apply more directly to repeat offenders.

The powerful tendency to discount the punitive 
force of distant punishments (or rewards), known 
as time discounting (e.g., Chung and Herrnstein, 
1967; Loewenstein and Prelec, 1992), is best illus-
trated by contrasting two hypothetical legal systems. 
Suppose a person were deciding whether to rob a 
house, an offense that carries a one- year prison sen-
tence. Under the present legal system, the sentence 
will not be imposed for six months, so the would- be 
criminal is forced to imagine the severity of a year in 
prison beginning in six months. Psychologically, the 
offender retains his or her freedom over the coming 
six months. Now, suppose a utopian legal system were 
significantly more efficient such that the one- year sen-
tence began the day after arrest. The offender is now 
forced to imagine the prospect of a prison sentence 
beginning tomorrow, rather than in six months.

For a number of reasons, a swiftly imposed sen-
tence feels intuitively more severe. First, it is easier 
to imagine the negative consequences of losing one’s 
freedom tomorrow than in six months. An image of 
tomorrow is already partially formed, both building 
on activities that exist today and functioning as the 
starting point for new activities. In contrast, a 24- 
hour period in six months is laced with uncertainty, 
so it seems less valuable. Supporting this claim, re-
searchers have shown that students are willing to 
donate 85 minutes to help struggling peers during 
a distant midterm period, but only 27 minutes dur-
ing the coming week (Pronin, Olivola, and Kennedy, 
2008). Importantly, students donated only 46 min-
utes of time during the midterm period when the ex-
perimenter reminded them that they would probably 
face similar time pressures as they did presently. This 
final condition suggests that people can be induced 
to think more deeply about the value of their time 

in the future, although their natural tendency is to 
value their time more highly in the present than in 
the future.

A second factor that weakens the force of future 
punishments is the difficulty of imagining oneself in 
the future. One consequence of this difficulty is that 
people often imagine their future selves as different 
people altogether (Nussbaum, Trope, and Liberman, 
2003; Pronin and Ross, 2006). Naturally, the per-
ceived force of a sentence is lessened when a diluted 
version of the self seems to bear the burden.

A third factor, the tendency to represent future 
events more abstractly than present events (known 
as Construal Level Theory, Trope and Liberman, 
2003), also suggests that distant punishment weighs 
less heavily than imminent punishment. According 
to Construal Level Theory, people construe present 
events at a relatively specific, concrete level, and fu-
ture events at a relatively general, abstract level. A sen-
tence beginning today might therefore loom larger, 
replete with specific images of an imposing cellmate, 
abject boredom, and confinement in a tiny prison cell. 
In contrast, imprisonment conjures a much vaguer 
image when viewed from afar, represented by the ab-
stract and therefore less vivid concepts that accom-
pany incarceration and the loss of freedom.

The behavioral Perspective: duration neglect

When fines and community service sentences are too 
lenient, judges face the difficult task of selecting an 
appropriately lengthy prison sentence. The naive logic 
governing imprisonment duration is simple: the pun-
ishment should reflect the gravity of the crime, so lon-
ger prison sentences are more severe than shorter sen-
tences. Thus, a 10- year sentence should have 10 times 
the punitive “bite” of a 1- year sentence (Robinson 
and Darley, 2004). Consequently, when consider-
ing whether or not to reoffend, a potential offender 
should remember the longer sentence as more aver-
sive and should therefore be less likely to reoffend 
than the offender who served a shorter sentence. This 
approach theoretically satisfies the sentencing goals of 
retribution, incapacitation, and deterrence, because 
the trauma of a longer sentence should deter greater 
offenders more strongly than a shorter sentence de-
ters lesser offenders.

A Salience- Based System of Deterrence

During a debate before the Guatemalan presiden-
tial elections of 2007, Patriotic Party candidate Otto 
Perez Molina stared into the camera and said, “I am 
addressing the criminals that I want to talk directly 
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to. I know some of you are watching me.” In truth, 
Molina was speaking to the Guatemalan voters when 
he vowed to “increase the size of the police force by 
50 percent and revive the death penalty” (Zacharia, 
2007). In response, his chief opponent, Alvaro 
Colom of the National Unity of Hope, promised to 
overhaul the security services and judicial system. This 
sort of tough- on- crime one- upmanship is popular 
among politicians and rests on the flawed assumption 
that harsher sentences will deter crime. If harsher sen-
tences generally have little effect on crime rates, deter-
rence seems like an unlikely preventive goal, certainly 
less so than the reactive goals of retribution and inca-
pacitation. However, harsher sentences address only 
one limb of a two- pronged approach. Rather than 
focusing on severity, we believe that deterrence advo-
cates would do better to concentrate on the certainty 
and celerity, or sureness and swiftness, of punishment.

Reviewing the Arguments

An increasing pool of evidence suggests that the pun-
ishment decisions of people, at least in the United 
States, are made intuitively and are based on just- 
deserts considerations. We suggest that to the extent 
that these culturally shared judgments of the citizens 
are contradicted by the legal codes and are inevitably 
brought to the attention of citizens, citizens may lose 
respect for the moral credibility of legal codes and 
cease to take them as trustworthy sources of guidance 
on how to behave. Furthermore, we suggest that, in 
fact, the legal codes have increasingly deviated from 
citizen intuitions and thus are courting the dangers 
we point out.
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Chapter 11

Claims and Denials of Bias and 
Their Implications for Policy
Emily Pronin

KathlEEn Schmidt

Objectivity is hard to find. Everyday experience is rife 
with examples of those around us who seem to lack 
it completely. We see people self- servingly take credit 
for collective efforts, we see them defend opinions 
that are biased by prejudice, and we see them allow 
personal self- interest to influence their desires for the 
“greater good.” People, it seems, are susceptible to a 
host of biases that contaminate their perception and 
judgments. What is perhaps most surprising, though, 
is not that people are so biased but that they are 
so inclined to claim that they are objective. Recent 
years have brought forth countless examples of this 
phenomenon. Corporate executives have denied the 
role of self- serving motives in dishonest accounting 
practices, doctors have denied the role of financial 
self- interest in suboptimal patient- care decisions, 
employers have denied the role of sexism in gender- 
imbalanced hiring and promotion practices, and poli-
ticians have denied the role of ideological bias in their 
commitments to controversial social policies.

The biases that people display in cases like this can 
have costly consequences. As illustrated by the above 
examples, these biases can cause financial peril, com-
promise the quality of health care, and perpetuate so-
cial inequity. In many cases, those negative outcomes 
could be avoided if people were able to recognize their 
own commissions of bias. However, people generally 
have a “blind spot” for their own biases; that is, they 
show a broad and pervasive tendency to impute bias to 
others while denying it in themselves. Understanding 
this phenomenon can help us to devise suggestions 
for how policy makers and policy consumers can work 
toward overcoming its costly consequences.

Relevance to Policy

Commissions of bias can have serious consequences 
in the policy arena (e.g., Bazerman, 2002; Thompson 
and Nadler, 2000). This chapter concerns something 

different from those direct consequences of bias. It 
concerns the consequences of people’s perceptions of 
their own and others’ commissions of bias; that is, of 
their perception that their own judgments are rela-
tively free of bias, whereas others’ judgments are rela-
tively susceptible to it. Consider a couple of examples 
taken from recent events.

A few years ago in Cincinnati, an African American 
man died during a violent struggle with the police at a 
White Castle hamburger shop. Many people, particu-
larly members of the police force and their families, 
friends, and colleagues saw the incident as involving 
a threatening and massive man who violently resisted 
arrest and died in the process because he had a heart 
condition and was high on speed. Many other people, 
particularly members of the African American com-
munity, saw the incident as involving an innocent 
and unarmed man who was accosted without cause 
by a gang of racist police officers who subsequently 
overpowered and fatally attacked him. Following the 
incident, individuals from both “sides” claimed that 
their own perspective was the objectively accurate one 
and that those who defended the opposite view were  
biased (by racism, in-group favoritism, media- induced 
misconceptions, etc.). As a consequence, racial ten-
sions erupted because each side felt angered and frus-
trated by the other’s unwillingness to take a fair and 
reasonable view.

Much of the profit to be made in the pharmaceuti-
cal industry rests on individual physicians’ decisions 
about what drugs they prescribe to their patients. For 
this reason, pharmaceutical companies employ legions 
of representatives to supply physicians with informa-
tion about their latest drugs. Often that information 
is accompanied by a personal gift to the doctor being 
targeted. In some cases the gift might be something 
small, such as a pen or writing tablet, and in other 
cases it might be something grand, such as an invita-
tion to attend an all- expenses- paid cruise where one 
would be educated about the relevant drug. These 
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gifts generally have an impact, and most doctors rec-
ognize that. Importantly, though, most doctors deny 
that such gifts affect their own patient- care decisions. 
As a result, they fail to shield themselves from that 
bias, while also feeling disenchanted with their col-
leagues whom they view as influenced by it. Because 
they assume that people are aware of bias when it is 
affecting them, they also tend to endorse policies that 
rely on individuals to recognize (and then disclose) 
their own cases of self- interest.

Perceptions of Bias in the Self versus Others

People have a blind spot when it comes to perceiv-
ing bias. As reviewed below (and also in table 11.1), 
this discrepancy occurs for a range of different biases, 
from those that inaccurately inflate the ego, to those  
that foster out-group prejudice, to those that compro-
mise rational decision making. In each case, this bias  
blindness has significant relevance for policy.

self- enhancement Biases

Most people view themselves in a rosy light (e.g., 
Taylor and Brown, 1988). When they lack talent 
or ability, they tend not to realize their deficiencies 
(Dunning et al., 2003). They also tend to be overly 
optimistic about their future outcomes (Weinstein, 
1980), and they tend to disregard evidence that 
threatens their self- esteem (Kunda, 1987).

While most people do not maintain the illusion 
that they are as brilliant as Einstein or as beautiful 
as a fashion model, most people do generally think 
that they are at least smarter and better looking than 
“average” (e.g., Alicke and Govorun, 2005). This en-
hancing form of social comparison has been demon-
strated on dimensions ranging from agreeableness to 
zest. Importantly, people show a blind spot to this 
ego- inflating tendency. When people rate themselves 
more positively than average, they insist upon the 
objectivity of their ratings (Ehrlinger, Gilovich, and 
Ross, 2005; Pronin, Lin, and Ross, 2002). They even 

Table 11.1 Real- world examples of the bias blind spot and research evidence for it across various domains of bias

Bias definition of bias Real- world example of bias  
blind spot

Research evidence for 
blind spot

Self- enhancement 
bias

Seeing oneself in an overly 
positive light

People fail to recognize when they 
are over- estimating their abilities. 
As a result, they set themselves up 
for failure and disappoint others.

Ehrlinger, Gilovich, and 
Ross, 2005; Friedrich, 
1996; Krueger, 1998; 
Pronin, Lin, and Ross, 
2002

Self- serving bias  
(re. responsibility)

Taking credit for success 
and denying responsibility 
for failure

People fail to detect their own bias 
in denying responsibility for failures 
such as poor job performance. As 
a result, they feel wronged when 
blamed.

Kruger and Gilovich, 
1999; Pronin, Lin,  
and Ross, 2002

Self- serving bias  
(re. attribution)

Viewing performance crite-
ria as valid only if  
one excels on them

People fail to recognize their bias 
in evaluating performance criteria 
(e.g., standardized tests). As a 
result, they resent those who de-
nounce criteria on which they have 
excelled (and they see those others 
as biased).

Pronin, Lin, and Ross, 
2002; Pronin and 
Kugler, 2007

Self- interest bias Judging what is fair or 
what is best for others 
according to one’s own 
personal interests

While noting the impact of self- 
interest on their colleagues, people 
including doctors, accountants, 
and journalists fail to recognize the 
effect of gifts (and other social and 
monetary incentives) on their own 
decisions.

Dana and Loewenstein, 
2003; Epley and  
Dunning, 2000; 
Heath, 1999; Miller 
and Ratner, 1998
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Table 11.1 (continued )

Bias definition of bias Real- world example of bias  
blind spot

Research evidence for 
blind spot

Prejudice or  
intergroup bias

Treating in- group members 
better than members of 
stigmatized groups or  
out- groups

People can show biases involving 
racism and sexism that they deny 
and are, accordingly, unwilling to try 
to overcome. Others may exaggerate 
those biases, leading to feelings of 
hurt and anger on both sides.

Dovidio and Gaertner, 
1991, 2004; Uhlmann 
and Cohen, 2005; 
Vivian and Berkowitz, 
1992

Ideological bias Forming political views 
based on ideology and 
partisanship rather than 
reasoned analysis

Partisan opponents assume that 
their own political views are the 
product of objective thinking but 
that their opponents’ views are 
biased by ideology. As a result, they 
are pessimistic about reaching a fair 
resolution.

Cohen, 2003; Pronin, 
Berger, and Molouki, 
2007; Robinson et al., 
1995

Hindsight bias Failing to recognize the 
benefit of hindsight

People evaluating military or 
political disasters fail to realize that 
those disasters were hard to predict 
in advance. Because people are 
blind to their reliance on hindsight, 
they blame those in charge for their  
“obvious” errors.

Fischhoff, 1975

Correspondence bias Viewing others’ behavior as 
a reflection of their internal 
traits rather than their 
situation

People judge victims of bad cir-
cumstances as responsible for their 
plight. Unaware of this bias, they 
view victims’ explanations as mere 
“excuses.” Victims fear asking for 
help out of concern that others will 
show this bias.

Miller, Baer, and Schon-
berg, 1979; Pronin, 
Lin, and Ross, 2002; 
Van Boven, Kamada, 
and Gilovich, 1999; 
Van Boven et al., 2003

Anchoring bias Making numeric judgments 
that are affected by salient 
but irrelevant or nonuseful 
numbers

When negotiators try to advocate 
for their side, they may be biased 
by the numbers put forth by their 
opponent or even by irrelevant 
numbers in the environment. Blind 
to that bias, they cannot aim to 
correct for it.

Wilson et al., 1996

do so after being taught about the bias and invited to 
acknowledge its impact on themselves (Pronin, Lin, 
and Ross, 2002). When people consider others’ self- 
ratings, by contrast, they expect others to be overly 
positive (Friedrich, 1996). This can cause problems 
that are of concern for policy. People are likely to find 
themselves in conflict with others when they think 
that their own hard work, judgment, motivation, and 
intelligence are beyond reproach but that those with 
whom they are dealing somehow fall short. That sce-
nario occurs, for example, when opposing negotiators 
judge themselves as more willing to be fair than their 
opponent, when team members judge their work 

ethic on a joint project as greater than their peers’, 
and when political adversaries judge themselves as 
more inclined to take the moral high ground.

A classic self- enhancing bias involves people’s 
tendency to view tests on which they perform well 
as good and valid and tests on which they perform 
poorly as bad and invalid. The policy implications of 
this bias are significant, given the role of formal tests 
in selecting among individuals for outcomes ranging 
from spots in elite colleges to jobs in the local fire 
department. If individuals denounce tests on which 
they perform poorly— and if they are unaware of this 
tendency— they are likely to view even objectively 
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reasonable tests as unfairly discriminatory. In an ex-
periment by Pronin, Lin, and Ross (2002) on this 
topic, subjects participated two at a time, and each 
took a purported test of social intelligence. The pairs 
displayed the classic bias— those told they performed 
well rated the test as more valid than those told they 
performed poorly. When the experimenter warned 
the subjects that a self- enhancing bias may have in-
fluenced their judgments, they were more likely to 
suspect that possibility in their fellow participant than 
in themselves. Although the test in this experiment 
was fake, similar responses are likely to occur on the 
part of people (and groups) who do well versus poorly 
on high- stakes tests in the real world, such as college 
entrance exams. In such cases, individuals and groups 
who perform poorly are likely to resent the “obvious 
bias” on the part of high performers who seek to per-
petuate the tests’ gate- keeping role. Meanwhile, high 
performers are likely to dismiss the complaints of poor 
performers as reflecting obvious bias on the part of 
those who have a personal interest in seeing the tests’ 
demise. Both sides are likely to be blind to the bias in 
their own views and thus particularly resentful of the 
other side’s accusations (accusations which, they are 
likely to believe, apply much better to the accusers 
themselves). Such asymmetric bias perceptions could 
contribute to long- standing policy debates about the 
validity and costs versus benefits of standardized tests.

self- interest Biases

When laypeople think of bias, often the first thing that 
comes to mind is the biasing effect of self- interest. We 
see people’s views on things ranging from smoking 
laws to presidential elections as guided by what serves 
their own self- interest. People view others as heavily 
biased by self- interest even when they deny that bias 
in themselves (Miller, 1999).

In one compelling set of experiments, Miller and 
Ratner (1998) asked people whether their own and 
others’ decisions to donate blood would be influ-
enced by economic incentives, and whether their own 
and others’ views on insurance coverage for elective 
abortions would be influenced by their gender. The 
respondents also indicated what their actual decisions 
would be (i.e., whether they would donate blood or 
support the insurance coverage). The result was that 
they claimed that financial self- interest would have 
more of an effect on others’ decisions than on their 
own. They also assumed that self- interest would have 
more of an effect on others’ decisions than those oth-
ers’ self- reports indicated. For example, those who 
claimed that financial incentives would not affect their 
own decisions about whether to donate blood nev-
ertheless predicted that those incentives would affect 
others’ decisions (see also Goethals, 1986).

Other studies have shown similar effects. For ex-
ample, Heath (1999) asked CitiBank employees how 
much their own and others’ motivation to work hard 
in their careers was influenced by external incentives 
involving financial self- interest versus other factors 
(e.g., intrinsic interest in the work, pleasure of learn-
ing). The result was that the bank employees saw their 
coworkers as more motivated than themselves by fi-
nancial self- interest. The policy implications of such 
asymmetries in perceptions of self- interest bias are 
noteworthy. Those designing incentive systems are 
likely to place too much weight on pleasing individu-
als’ financial self- interest at the expense of other fac-
tors that those individuals may value more. In the case 
of securing blood donations, it might be better to ap-
peal more to individuals’ desire to see themselves as 
kind and generous. In the case of motivating employ-
ees to work hard, it might be better to appeal more 
to their interest in learning new skills (or in garnering 
the respect of their colleagues; see Tyler, this volume).

prejudice and Group- Based Biases

People’s perceptions of those around them often are 
influenced by those others’ social categories, such as 
their race, gender, or political affiliation. Regardless 
of whether people intend it, they often display ste-
reotypes against members of minority and stigmatized 
groups (Dovidio and Gaertner, 1991) and against 
members of groups other than their own. Researchers 
have found that even the flimsiest of group distinc-
tions, such as whether people prefer one modern art-
ist versus another, incur favoritism for in- group mem-
bers at the expense of out- group members (Tajfel 
and Turner, 1979). Consistent with the theme of this 
chapter, people recognize these group- based biases in 
others more than in themselves.

People generally prefer members of their own 
race even when that prejudice lingers below their 
conscious awareness (Greenwald and Banaji, 1995). 
For example, white people’s self- reports of their own 
racism poorly predict their actual tendency to display 
racial stereotypes and to unconsciously favor their 
own race (Dovidio and Gaertner, 1991, 2004). From 
a policy perspective, an important instance of group 
favoritism occurs in the context of employment hiring 
decisions and other competitive selection procedures. 
In that context, people have been known to construct 
ad hoc hiring criteria that disfavor individual appli-
cants from stigmatized groups (Norton, Vandello, 
and Darley, 2004; Uhlmann and Cohen, 2005). In 
one experiment, Uhlmann and Cohen asked subjects 
to indicate whether being “streetwise” or being “for-
mally educated” was a more important criterion for 
the job of police chief. Male subjects chose which-
ever criterion they believed was associated with the 
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male rather than the female candidate. Importantly, 
they denied the operation of this bias on their hiring 
preferences— even while they acknowledged that it 
would influence other people. Interestingly, the more 
objective they claimed to be, the more biased they 
actually were.

Another type of group- related bias involves the ef-
fect of people’s political party memberships on their 
political attitudes. Most people believe that their  
views on issues ranging from foreign policy to health-
care reflect their personal analysis, values, and beliefs. 
But the reality is that people’s political views often 
mimic those of their political party. For example, 
Cohen (2003; also Pronin, Berger, and Molouki, 
2007) showed that when Democrat and Republican 
students read about alleged welfare reform propos-
als, they supported whichever proposal was allegedly 
backed by their own party— even when the Democrat 
proposal was in fact more conservative than the 
Republican one (e.g., when it called for fewer entitle-
ments). The participants thought their peers would 
be swayed by which party backed each proposal, 
but they themselves denied being influenced by that 
factor (and instead claimed to be influenced by the 
proposals’ content). In related research, people have 
been shown to view others as far more influenced than 
themselves by ideological bias stemming from parti-
san affiliations (e.g., Robinson et al., 1995; Sherman, 
Nelson, and Ross, 2003). It is not difficult to imagine 
how such asymmetries could produce meaningful so-
cial consequences. Individuals who believe that their 
own views reflect reasoned analysis and deeply held 
values are likely to have little respect or concern for 
the views of those whom they see as biased by “shal-
low” or “dogmatic” considerations such as political 
ideology.

Cognitive Biases

Human judgment and decision making often are sub-
ject to biases that arise not from motivational needs or 
prejudices, but rather from cognitive errors. Accurate 
judgment often is undermined by people’s lack of 
awareness of these biases and therefore by their failure 
to correct for them. One such bias involves a “plan-
ning fallacy” in people’s estimations of how much 
time it will take to complete work projects— people 
typically underestimate how much time they will need 
(Buehler, Griffin, and Ross, 1994). People are un-
aware of this bias in their time estimations, or they 
would correct for it (given the harmful costs of run-
ning out of time and having to submit poor work or 
to suffer grueling all- night work sessions). This bias, 
and people’s blindness to it, causes problems not only 
on a small scale, such as missed work deadlines, but 
also on a much larger scale, where, for example, the 

cost of such misestimations can mean wars that cost 
more time, money, and lives than were ever imagined 
when the decision to wage them was made.

One of the most well- studied cognitive biases in-
volves people’s failure to recognize the power of the 
situation in influencing human behavior. When ob-
serving people’s actions, we generally attribute those 
actions to internal traits of the actor (e.g., “He went 
to that movie because he likes violence and gore”) 
rather than to aspects of the situation (e.g., “He went 
to that movie because the other ones were sold out”). 
This bias has been termed the fundamental attribu
tion error (Ross, 1977) or correspondence bias (Gil-
bert and Malone, 1995; Jones and Davis, 1965). In a 
classic demonstration of it, Jones and Harris (1967) 
asked subjects to read an essay that they were told was 
written by a student asked to offer “a short cogent de-
fense of Castro’s Cuba.” Even though subjects were 
explicitly told that the essay writer had been assigned 
this pro- Castro view, they nevertheless assumed that 
the writer held that position in reality. More recent 
research has shown that although people commit 
this error unknowingly, they are not ignorant of oth-
ers’ commissions of it. Indeed, people expect— and 
even overestimate— others’ susceptibility to this bias 
(Miller, Baer, and Schonberg, 1979; Pronin, Lin,  
and Ross, 2002; Van Boven, Kamada, and Gilovich, 
1999; Van Boven et al., 2003). The implications of 
this are important. Individuals are likely to be wary of 
introducing opinions counter to their own or to those 
of their in- group— even if they think those opinions 
are worth considering— out of concern that their own 
position will be incorrectly labeled. Considering the 
valuable role in policy debates of acknowledging the 
validity of the other side’s views and of playing devil’s 
advocate, this phenomenon is likely to hinder fruitful 
policy discussion.

Causes of the Asymmetry

The foregoing review describes people’s tendency to 
claim personal objectivity at the same time that they 
recognize and even exaggerate bias in others. The dis-
cussion now turns to causes of this effect. Developing 
an understanding of those causes is a prerequisite for 
designing effective strategies for combating the bias 
blind spot’s unfortunate consequences.

Unconscious Bias and an introspection illusion

Biases generally operate outside of conscious aware-
ness (e.g., Dawson, Gilovich, and Regan 2002; 
Wilson, Centerbar, and Brekke, 2002). That is, people  
often show them without intending to or even being 
aware that they are doing so. When it comes to 
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assessing their own bias, people often fail to appre-
ciate this simple fact. They instead overrely on their 
conscious knowledge about whether they have in-
tended to be (or felt themselves being) biased. In as-
sessing others’ bias, by contrast, people generally pre-
fer to look to those others’ actions or to rely on their 
own theories about when people are biased. Rather 
than trusting others’ reports of whether they intended 
to be biased or felt that they were biased, people look 
to what those others actually did (e.g., “Did he hire 
a long string of men for the vice- president job but 
never a woman?”) and to their own assumptions 
about people’s bias (e.g., “Most people think only 
men make good leaders.”). This tendency to overrely 
on one’s introspections while giving little credence to 
those of others has been termed an introspection illu
sion (e.g., Pronin, 2009).

In one experiment illustrating the impact of the 
introspection illusion on bias perceptions, Pronin and 
Kugler (2007) had students take a purported social in-
telligence test, told them they performed poorly, and 
then asked them to evaluate the quality of the test. 
Later, when those students were asked whether they 
had been biased in their evaluation of the test (con-
sistent with a bias, their evaluations were uniformly 
negative), they assumed they had been unbiased since 
their conscious thoughts and motives yielded no signs 
of bias. A separate group of subjects did not take the 
test but instead observed a peer take it. Those observ-
ers took a different approach to assessing bias. They 
looked to the test takers’ behavior and, in particular, 
whether the test takers disparaged the test right after 
performing poorly on it. Thus, individuals attended 
to their own internal motives, but to a peer’s actions, 
in assessing bias. As discussed in a later section of this 
chapter (“Ethical Lapses”), this tendency to judge 
bias by consulting one’s own introspections but oth-
ers’ actions can create significant problems in the pol-
icy arena. Those accused of ethical wrongdoings, such 
as doctors accused of sacrificing their patients’ best 
interest in exchange for gifts from drug companies, 
or financial experts accused of compromising their 
clients’ best interests in exchange for their own per-
sonal gain, may commit these ethical lapses without 
conscious intent. Thus, while onlookers may readily 
detect self- interest bias in their behavior, the actors 
themselves may deny it based on the apparent purity 
of their conscious motives.

disagreement and naive Realism

Individuals’ failure to recognize their own biases de-
rives in part from the nature of human perception. 
People generally have the feeling that their perceptions 
of objects and events in the world around them are 

accurate and direct reflections of what is true in “objec-
tive reality” (Pronin, Gilovich, and Ross, 2004; Ross 
and Ward, 1995). If the grass looks green to us, we 
believe it is green. Research on naive realism has de-
scribed the tendency for people to make this same as-
sumption about their higher- level judgments and opin-
ions. Thus, if the new welfare- reform bill seems fair to 
us, we believe it is fair. Because we are shielded from 
the influences that nonconsciously bias us toward per-
ceiving things in particular ways, we maintain unwar-
ranted confidence in the directness of our perceptions.

Of course, others do not always share our percep-
tions. In such cases, we assume that those others must 
be either ill- informed or (having ruled out that pos-
sibility) incapable or unwilling to view things objec-
tively. Experiments have demonstrated people’s ten-
dency to view those whose opinions differ from their 
own as influenced by biases including self- interest 
(Reeder et al., 2005), personal affections (Frantz, 
2006), political partisanship (Cohen, 2003), and un-
wavering ideology (Robinson et al., 1995). For ex-
ample, Reeder et al. (2005) showed that the more 
people disagreed with President Bush’s decision to 
invade Iraq the more they saw that decision as biased 
by the president’s personal self- interest.

In a series of experiments, Kennedy and Pronin 
(2008) examined the role of disagreement in percep-
tions of bias regarding the debate about affirmative 
action. In one study, subjects were presented with 
the putatively moderate position of an elite university 
president on that issue. The more they disagreed with 
that president’s alleged position, the more bias they 
imputed to her. These results are noteworthy because 
the subjects all rated the same target with the same 
position. Thus, even though her position was fixed, 
participants viewed her as more biased when their po-
sition deviated from it. In a second experiment, the 
university president’s putative position on affirmative 
action was experimentally manipulated in order to be 
either similar to the subjects’ own position or consid-
erably divergent from that position. Subjects saw the 
university president as more biased when they were 
led to infer that they had a large disagreement with 
her. Notably, the president’s apparent extremity on 
the issue did not influence their perceptions of her 
bias, indicating that their perceptions of bias arose 
from disagreement rather than from the details of 
their adversary’s position.

People are more convinced that their own objectiv-
ity surpasses that of others when those others disagree 
with them. As will be discussed later in this chapter, 
this phenomenon can transform simple disagreements 
into stubborn conflicts (Kennedy and Pronin, 2008), 
and it can act as a barrier to resolving conflicts that are 
already in place (Ross and Ward, 1995).



Claims and denials of Bias   •   201

self- enhancement and the motive to deny Bias

A final source of the bias blind spot involves people’s 
desire to see themselves in a positive light (Roese 
and Olson, 2007; Sedikides, 2007). Because of the 
undesirable nature of being biased, people may be 
motivated to deny their susceptibility to bias as a way 
of protecting or enhancing their self- image. Indeed, 
research suggests that people are more likely to deny 
susceptibility to biases that are relatively negative 
rather than positive (Pronin, Lin, and Ross, 2002).

People are particularly likely to see their personal 
traits and abilities in an overly positive light to the 
extent that circumstances are sufficiently ambigu-
ous to allow for such enhancement (e.g., Dunning, 
Meyerowitz, and Holzberg, 1989). Thus, while it is 
difficult to self- enhance when it comes to punctual-
ity (one either is on time or one is not), people self- 
enhance on traits such as generosity, friendliness, and 
driving ability, since those can be defined in different 
ways. The circumstances surrounding bias perception 
offer another such case of ambiguity. Because biases 
are difficult to prove (the person who has never hired 
a female vice- president might simply never have had 
a good one apply) and because they can be defined in 
multiple ways (e.g., in terms of motives versus out-
comes), people often have the judgmental leeway to 
deny being biased without it being obvious that their 
denials are themselves biased.

Policy Applications: Three Case Studies

People’s unwillingness or inability to recognize their 
own biases, even while they acknowledge to the 
point of overestimation others’ biases, holds implica-
tions for a variety of sociopolitical concerns. Three 
such concerns— ethical lapses, discrimination, and 
conflict— are discussed below with respect to how 
they are affected by the bias blind spot. Understanding 
the effects of bias perception in these various contexts 
can inform the implementation of wiser and more ef-
fective policies for addressing these concerns. After 
reviewing these cases, we proceed to a discussion of 
potential solutions.

ethical lapses

People often encounter circumstances in which their 
motivation to be ethical and their motivation to serve 
their own self- interest are at odds. Although eth-
ics can prevail in even the most difficult of circum-
stances, for example, when so- called whistle- blowers 
risk losing their jobs in order to expose the unethi-
cal practices of their employer, there also are many 

cases in which individuals succumb to self- interest. 
Scandals engulfing corporations such as Enron and 
WorldCom have illustrated the large- scale financial 
damage incurred by fraudulent accounting practices 
used to achieve personal financial gain. Those scan-
dals have resulted in the losses of hundreds of thou-
sands of jobs and in some of the largest bankruptcies 
in history. They also led to the downfall of one of the 
world’s largest accounting firms, Arthur Andersen. 
That firm was forced to close when its allegedly in-
dependent auditing services were found to be biased 
in favor of the companies who paid them to do those 
audits. While onlookers saw this as an obvious case 
of corruption, those responsible denied being crimi-
nals. That denial, the present review suggests, reflects 
more than a simple desire to stay out of legal trouble. 
Bazerman, Moore, and their colleagues (Bazerman, 
Loewenstein, and Moore, 2002; Moore et al., 2006) 
have suggested that it reflects the fact that in some 
cases auditors were likely biased without being con-
sciously aware of it. Thus, while the presence of bias 
may seem obvious to observers focusing on the corre-
lation between the auditors’ large paychecks and their 
approving audits, it may not have been obvious to the 
auditors themselves who were focusing on their con-
scious motives and intentions. How might this hap-
pen? Ethical lapses in the field of medicine provide an 
interesting illustration, as discussed next.

Physicians receive numerous incentives from phar-
maceutical companies for recommending and pre-
scribing treatment regimens owned by those com-
panies. Those incentives include gifts bestowed as a 
means of product promotion, free meals with phar-
maceutical representatives, paid travel and lodging ex-
penses to exotic locales (for attendance at company- 
sponsored events), financial payments for referring 
patients to clinical trials, and opportunities for physi-
cians to serve as medical consultants poised to profit 
from the scientific results they report. A meta- analysis 
by Wazana (2000) revealed that physicians typically 
meet with pharmaceutical representatives four times 
per month and receive six gifts per year. Not surpris-
ingly, these incentives generally bias their patient- 
care decisions in a manner consistent with financial 
self- interest (Dana and Loewenstein, 2003; Wazana, 
2000). Moreover, in keeping with the theme of this 
chapter, most physicians deny that these incentives in-
fluence their own medical practices, even though they 
readily recognize that influence on other physicians 
(e.g., Dana and Loewenstein, 2003; McKinney et al., 
1990; Wazana, 2000).

Patients rely on their physicians to provide ob-
jective recommendations. In light of the influence 
of pharmaceutical companies, policy makers have 
been called upon to intervene in order to ensure the 
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integrity of that patient- doctor trust. Unfortunately, 
as noted by Dana and Loewenstein (2003), most 
regulatory interventions have been based on the 
flawed assumption that physician self- interest bias is 
the result of a conscious choice to succumb to inap-
propriate influence. Thus, for example, current regu-
lations limit the size of gifts in order to curb con-
scious temptation, and those regulations also require 
physicians to disclose conflicts of interest. However, 
the research reviewed here suggests that limiting gift 
size will not decrease bias (since even small gifts can 
have big effects) and that mandating disclosures of 
conflicts of interest will not ensure such disclosures 
(since those conflicts often are not consciously recog-
nized). Educational initiatives may succeed in making 
physicians more aware of the problem (e.g., Agrawal, 
Saluja, and Kaczorowski, 2004), but that awareness is 
likely to translate into their seeing their colleagues as 
biased rather than themselves.

persistence of Racism and sexism

Despite significant accomplishments in the fight 
against prejudice and discrimination, those ills are 
still observable today. Inequalities such as racial and 
gender gaps in wages are troubling and persistent. 
Racism and sexism (as well as other forms of discrimi-
nation) can result from unconscious and unintended 
biases; thus, their persistence can be partially attrib-
uted to people’s blindness to their susceptibility to 
those biases. Indeed, much of modern sexism and 
racism is shown by people who lack conscious preju-
dice (Dovidio and Gaertner, 2004; Son Hing et al., 
2005). Many experiments have made clear the role of 
automatic and nonconscious processes in producing  
responses that favor in-groups and disfavor both out-
groups and groups subject to social stigma (e.g., Fazio 
and Olsen, 2003; Greenwald and Banaji, 1995). The 
fact that people show such biases without knowing it 
perpetuates prejudiced practices and also limits peo-
ple’s efforts to combat their own prejudiced behavior. 
While people are likely to see the need for reducing 
prejudice in society as a whole, they are likely to resist 
policies that would restrict their own freedom of deci-
sion making (e.g., by regulating their hiring proce-
dures) because of their perception that they personally 
are not susceptible to group- based prejudice. Because 
observers are not likely to share individuals’ confi-
dence in their personal objectivity, social tensions are 
likely to arise as those accused of prejudice are likely 
to view those accusations not only as baseless but also 
as signaling the self- serving (or group- serving) bias of 
those voicing them.

Such a scenario occurred when the Massachusetts 
Institute of Technology (MIT) scrutinized its hiring 

and promotion practices with respect to women. 
Their investigation revealed considerable signs of 
gender disparity. Perhaps most surprisingly, the fac-
ulty at the School of Science at MIT included only 22 
women out of 274 professors. Further analyses sug-
gested signs of prejudicial treatment. According to a 
report issued by the school, male professors earned 
more money, had larger offices and lab spaces, and 
received more distinctions than their female coun-
terparts (MIT, Committee on Women Faculty in the 
School of Science, 1999; Miller and Wilson, 1999). 
In the wake of this report, many wondered how such 
a prestigious institution could have engaged in such 
starkly discriminatory practices.

Nancy Hopkins, a biology professor at MIT, initi-
ated the investigation. As a junior professor, Hopkins 
had perceived what she viewed as the school’s gen-
eral unfair treatment of women, but she thought she 
was an exception (Diaz- Sprague, 2003). Then, after 
struggling to obtain adequate lab space and facing 
the cancellation of her course in favor of a male col-
league’s course, Hopkins began to suspect that the 
gender bias was more pervasive than she had thought. 
Together with faculty women across the various sci-
ence departments, she wrote a letter claiming the 
presence of “discrimination against women faculty” 
that was “largely invisible and  .  .  . almost certainly 
unconscious” (Hopkins, as cited in Diaz- Sprague, 
2003). The university president appointed Hopkins 
as the head of an investigation into possible inequi-
ties. Following the investigation, MIT increased sala-
ries and space for women faculty and in 2004 hired its 
first female president. Critics of the report responded 
by calling its findings “bogus” and denying the pres-
ence of any bias at MIT (Leo, 2002). Consistent with 
the tendency for disagreement to induce people to 
see those on the “other side” as biased, those critics 
labeled Hopkins herself as biased and claimed that her 
involvement in the investigation served to introduce 
bias into it.

The MIT case helps illustrate how striking patterns 
of discrimination can emerge over time when specific 
and even slight occurrences of bias go unrecognized. 
Such slight occurrences often occur unintentionally 
and unconsciously, thus making it difficult for the rel-
evant individuals to recognize and avoid them. This 
suggests that the route to overcoming the problem is 
likely to require the institution of formal policies, and 
ones that are not reliant on individual awareness of 
bias. Of course, a problem with instituting such poli-
cies is that the individuals in need of them are likely to 
be resistant because of their confidence in their own 
objectivity.

Even when formal policies are implemented, that 
implementation must be done with care in order to 
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avoid institutionalizing the very bias the policies are 
designed to overcome. For example, one sort of for-
mal policy involves constructing fixed criteria for hir-
ing decisions in order to avoid the potential for sub-
jective biases to enter into the process. However, as 
discussed earlier, people tend to set their criteria for 
what would make a suitable job candidate depend-
ing on the qualifications and gender of the applicants 
(Uhlmann and Cohen, 2005). As a result, policies 
that implore people to use the same criteria across ap-
plicants can backfire— if people are allowed to select 
those criteria after first viewing the qualifications of 
the available applicants. This suggests the importance 
of establishing fixed criteria in advance of knowing 
how members of different groups stack up; otherwise, 
the appearance of formal criteria only will lend cred-
ibility to a biased procedure.

Modern prejudice may seem relatively harmless 
when compared to the more overt racism and sex-
ism of the past. However, the consequences of more 
subtle forms of prejudice include restrictions on eco-
nomic opportunity and other serious disadvantages 
that undermine equality (Dovidio and Gaertner, 
2004). Confronting these problems is especially dif-
ficult because implicit prejudice cannot be unearthed 
via introspection. Thus, fruitful policies need to take 
into account people’s frequent blindness to their own 
bias rather than assuming that such bias occurs out of 
a conscious motive to discriminate. Possible solutions 
to this problem are discussed below (in the section 
“Fixing the Problem”).

Conflict

The tendency to see bias in others but not in oneself 
can play a critical role in the development and esca-
lation of conflict. It also can prevent conflicts from 
being resolved once they have reached a point of 
tense escalation. Because people are generally confi-
dent in their own objectivity, they tend to view those 
who disagree with them as biased (Pronin, Gilovich, 
and Ross, 2004; Ross and Ward, 1995). This reason-
ing can unleash a spiral of conflict out of mere dis-
agreement that proceeds roughly like this (Kennedy 
and Pronin, 2008, 2012): Disagreement leads people 
to perceive those who disagree with them as biased. 
That perception of bias leads people to infer that 
their adversaries will not be willing to act fairly and 
reasonably. Such an inference causes people to lose 
faith in the possibility of peaceful resolution of their 
disagreement and to instead opt for a more aggres-
sive approach. By acting aggressively, people induce 
the other side to view them as biased (since those on 
that side assume that they are in the right and that 
therefore no objective person would aggress against 

them). Once this spiral of conflict is unleashed, reso-
lution becomes difficult, because each side resents the 
other’s unwillingness to put their biases aside in order 
to reach a fair agreement.

A useful case study of bias perception in conflict is 
presented by the cycle of violence involving terrorist 
attacks and government retaliation for those attacks 
(or, depending on one’s perspective, unjust govern-
ment action and terrorist retaliation for that action). 
Terrorist attacks bring to light the differences in 
worldview held by the groups that perpetrate those 
attacks versus those that are victims of them. This 
stark reminder of those differences can instill a desire 
to dominate, weaken, and even destroy those on the 
other side. But, it is not the experience of differences 
in worldview alone that leads to this desire. People 
may respond aggressively not only because they dis-
agree with their adversaries but also because they view 
their adversaries’ position as the product of biased 
and irrational thinking. In the many terrorism- related 
conflicts around the world today, a common theme 
is that each side tends to claim a monopoly on rea-
son and objectivity— on seeing the past and present as 
they really are. Policy experts point out that even sui-
cide terrorists are not necessarily biased and irrational 
even though that is how their victims often perceive 
them (e.g., Pape, 2005). For example, Ehud Sprinzak 
(2000), a former adviser to Israeli Prime Ministers 
Yitzhak Rabin and Shimon Peres, once claimed:

The perception that terrorists are undeterrable 
fanatics who are willing to kill millions indiscrimi-
nately just to sow fear and chaos belies the reality 
that they are cold, rational killers who employ 
violence to achieve specific political objectives.

This quotation makes clear the two divergent views 
of terrorists. Sometimes, they are perceived as irra-
tional fanatics biased by unbridled hatred, radical 
ideology, and extreme pressure to conform. Other 
times, they are perceived as rational warriors whose 
views are rooted in an objective analysis of their cir-
cumstances and of the options they think are available 
to them. Although both of these perspectives have 
been put forth in scholarly research and analysis (e.g., 
Crenshaw, 1998; Margalit, 2003; Merari, 2004; Pape, 
2005; Post, 2005), and although the truth is proba-
bly somewhere in between, lay citizens’ disagreement 
with terrorists’ actions and beliefs typically leads them 
to adopt the “biased fanatic” view. Numerous studies 
(reviewed earlier) have shown that the more people 
disagree, the more they perceive those they disagree 
with as biased. This effect has been illustrated in the 
context of terrorism. One study was conducted with 
political activists in Northern Ireland in the wake of the 
Good Friday Agreement establishing the conditions 
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for peace in that region (described in Pronin, Lin, 
and Ross, 2002). Participants in the study reported 
that the leadership which opposed their position was 
especially susceptible to a host of biases that compro-
mise fairness and objectivity in negotiation. A differ-
ent study, conducted with American college students, 
specifically concerned suicide terrorists (Kennedy 
and Pronin, 2007). The more the respondents dis-
agreed with suicide bombers, the less they viewed the 
bombers’ actions as rooted in an objective analysis of 
their circumstances rather than a biased or fanatical 
perspective.

These perceptions of bias can perpetrate a spiral 
of conflict. In one experiment (Pronin, Kennedy, and 
Butsch, 2006), subjects were led to adopt one of two 
views of suicide terrorists by virtue of exposing them 
to an alleged New York Times article on the terrorist 
mind. Half of subjects were exposed to an article sug-
gesting that terrorists come to their decisions via an 
objective analysis of the facts available to them, and 
the other half read an article suggesting that terror-
ists come to their decisions via a biased worldview. 
The result was that perceiving terrorists as biased ver-
sus objective powerfully affected subjects’ opinions 
about how to combat terrorism (fig. 11.1). Those 
led to view terrorists as biased advocated bombing 
and ground attacks over negotiation and diplomacy. 
Those led to view terrorists as objective voiced the 
opposite preference.

In post– September 11 America, terrorism and the 
war against it are constantly subject to political debate 
and media sensationalism. Research on perceptions 
of bias makes clear that the tendency for people to 
view terrorists as irrational fanatics (and for terrorists 
to view their victims as self- serving infidels) is likely to 
beget a cycle of violence that cannot be easily abated. 
This research suggests that efforts to find diplomatic 
and cooperative solutions need not require both sides 

to see eye to eye, but rather that such efforts will re-
quire both sides to recognize that the eyes of those on 
the other side are no more clouded by bias than their 
own. If adversaries can recognize each other’s poten-
tial for clear- headed thinking (as well as recognizing 
their own potential for biased thinking), they will be 
more inclined to pursue diplomatic approaches rather 
than viewing violence as the only option.

Fixing the Problem: From Hazardous  
Approaches to Promising Solutions

As illustrated by the above case studies, the policy 
consequences of the bias blind spot can be serious. 
Because biases often operate unintentionally and with-
out awareness, averting them can be difficult. Unfor-
tunately, many of the intuitively appealing remedies 
for curbing the negative effects of bias are unlikely to 
help and, in some cases, are likely to hurt. The remain-
der of this chapter will explore three prevalent and 
intuitively appealing approaches, with a focus on the 
problems with those approaches and on strategies for 
overcoming those problems (see table 11.2). The aim 
of this portion of the chapter is to offer lessons that 
can inform the design and implementation of policies 
in which bias perceptions play a role. Fortunately, a 
more psychologically informed perspective is likely to 
be effective in restricting the negative effects of the 
bias blind spot.

mandating disclosure

To the extent that individuals are inclined to deny 
their own biases, one obvious solution is to formally 
require them to openly acknowledge those biases. 
That solution is frequently implemented in the form 
of mandatory disclosure guidelines. Such guidelines 
are based on the premise that even if individuals do 
not personally have a problem with their own biases, 
those who interact with them may feel differently and 
therefore should be fully informed of such biases. 
Based on this premise, disclosure is one of the more 
common measures implemented to combat the prob-
lem of bias. Physicians are required to disclose pay-
ments received for patient referrals, stockbrokers are 
required to disclose if they have a financial interest 
in companies whose stock they recommend, and re-
searchers are required to disclose funding sources that 
have a stake in the outcome of the results.

the pRoBlem with mandatinG disClosURe

Unfortunately, disclosure may not work for a num-
ber of reasons that primarily arise from people’s lack 
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11.1. advocacy of aggressive versus diplomatic strate-
gies for combating terrorism after an article was read 
describing the “terrorist mind” as either rational and 
objective or as irrational and biased.
(adapted from Pronin, Kennedy, and Butsch, 2006)
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Table 11.2 Potential pitfalls and solutions regarding common strategies for attacking the bias blind spot

type of solution Basic idea possible pitfalls making it work

Mandating disclosure Advisors disclose  
potential conflicts of 
interest.

Advisors cannot disclose con-
flicts that they are unaware of.

Educate advisors and advisees 
about the unconscious nature 
of bias so they can detect 
conflicts of interest.

Those being advised use 
this knowledge to make 
better decisions.

Advisees may view disclosures 
as indicating the advisor’s 
objectivity.

Require disclosures for major 
sources of bias other than large 
financial ones.

The duty to disclose also 
may motivate advisors to 
avoid conflicts of interest.

Advisors may act more 
biased in order to moderate 
the impact they expect their 
disclosures to have.

Have disclosures originate from 
a credible source other than 
the advisor.

Encouraging 
perspective- taking

People attempt to see 
the situation through the 
eyes of their adversaries.

Perspective- taking can lead 
people to a focus on the 
possible biases (e.g., self- 
interest) of their adversaries.

Use more direct perspective- 
taking techniques such as 
visualizing things through the 
other side’s eyes.

This leads them to  
understand their  
adversaries’ perspective.

As a result, it can lead people 
to act more self- interestedly 
in order to counter the other 
side’s self- interest.

Consider what valid reasons 
might underlie the other side’s 
perspective.

Fairer judgments result. — Consider how you would 
respond if you supported the 
other side.

Demanding objectivity People are directly  
asked to be objective.

People are blind to their bias 
and thus assume they already 
are objective.

Educate people about the 
unconscious nature of bias so 
that they do not assume they 
would be aware if they were 
biased.

This leads them to  
abandon or to correct for 
their biases.

Demands to focus on objectiv-
ity can increase people’s 
confidence in their objectivity 
without curing their bias.

Encourage people to try to 
prevent bias before it occurs 
rather than to try to detect its 
occurrence after the fact.

More impartial judgment 
results.

That confidence may license 
people to act yet more biased.

— 

of awareness of their own biases. Consider the case 
discussed earlier of physicians and their potential to 
be biased by interactions with pharmaceutical com-
panies in their patient- care decisions. One problem 
with mandatory disclosure is that because bias oper-
ates nonconsciously, physicians are unlikely to recog-
nize potential conflicts of interest since they usually 
do not feel that these conflicts occur in the first place. 
For example, a pleasant dinner with a lovely pharma-
ceutical representative might leave one feeling more 
predisposed to the representative’s wares, but if no 
cash changes hands, one might not recognize this as 
a conflict of interest. To the extent that clients are 
led to expect that the absence of conflict- of- interest 

disclosures implies the absence of bias, such lapses in 
disclosure could actually be worse than if disclosures 
were not required. They could provide medical pa-
tients (or other clients) with unwarranted confidence 
in their physicians’ (or other advisors’) objectivity 
when, in reality, that objectivity has been compro-
mised by biases that are unrecognized and therefore 
undisclosed.

In cases where the requirement to disclose is in 
fact heeded, another potential hazard is likely to arise. 
That is, recipients of those disclosures may view them 
as a signal of the disclosers’ objectivity. If one’s stock-
broker specifically mentions that she has a financial 
stake in the company she is recommending, one may 
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be particularly impressed by her objectivity in provid-
ing that disclosure. Even if one is aware that such a 
disclosure is required by law, one may nevertheless 
view it as signaling more about the stockbroker’s in-
tegrity than about the requirements of the law. As dis-
cussed earlier, people display a powerful tendency to 
discount the importance of situational constraints in 
guiding others’ behavior and instead tend to attribute 
that behavior to others’ internal traits (Gilbert and 
Malone, 1995; Jones and Davis, 1965; Ross, 1977). 
Thus, the act of disclosing can have the perverse effect 
of making the discloser seem more trustworthy rather 
than more susceptible to bias (Cain, Loewenstein, 
and Moore, 2005).

Another problem with disclosure requirements is 
that they may have the ironic effect of making peo-
ple’s behavior more biased (Cain, Loewenstein, and 
Moore, 2005). Consider the case of an admissions of-
ficer evaluating an applicant who is the daughter of a 
close friend. Whereas he might think that the candi-
date should objectively be ranked in the top 20% of 
candidates, he might be inclined to instead rank her in 
the top 10% if he knows that he will have to disclose 
his potential for bias. That is, he might assume that 
others will discount the favorability of his view and 
that he should therefore offer a yet more favorable 
view in order to counterbalance that response. An ex-
periment by Cain, Loewenstein, and Moore (2005) 
offers support for that hypothesis. Subjects were to 
estimate the monetary value of jars of coins and be re-
warded for their accuracy. Before offering an estimate, 
each subject was able to quickly see the jars and also to 
avail him or herself of the advice of an “advisor” sub-
ject who had been given a far better look at the jars. 
The advisors were rewarded not for the estimators’ 
accuracy but rather for how high the estimators’ esti-
mates were. The result was that the advisors suggested 
higher estimates (i.e., ones that were more biased to-
ward their own self- interest) when they were required 
to disclose their conflict of interest. Moreover, their 
disclosures actually harmed those whom they advised, 
because those advisees actually made less profitable 
estimates than their peers, who also received biased 
advice but without such disclosures.

sUGGested solUtions

Research and theory regarding the bias blind spot 
and disclosure suggest that disclosure may backfire by 
inducing advisors to maintain their biases while para-
doxically giving those whom they advise more confi-
dence in their ethics and professionalism. Although 
solutions other than disclosure are probably neces-
sary, some amendments to disclosure policies can help 
ensure that their benefits accrue to the individuals 

they aim to protect, rather than the experts who ad-
vise them.

EducatE disclosErs

Disclosure policies should educate those subject 
to the requirement about the potential for uncon-
scious bias in their judgments. Part of the problem is 
that disclosers typically are incapable of accurate self- 
assessment of their own biases (i.e., what must be dis-
closed). This applies to would- be disclosers including 
stockbrokers, real estate agents, judges, doctors, and 
scientific researchers. People need to understand that 
the requirement to disclose does not reflect the fact 
that people are aware of the factors that bias them, 
but rather that people often are not aware of the im-
pact of those biasing factors. Because disclosers typi-
cally assume that bias involves an overt promotion of 
one’s own self- interest, this alternative understanding 
must be taught for disclosers to understand the scope 
of information that is relevant to disclose.

introducE Psychologically savvy  
disclosurE rEquirEmEnts

The belief that one is objective is so powerful that 
educating people about unconscious bias may not be 
enough to get disclosers to reveal all of the relevant 
information. Moreover, disclosers often have practical 
reasons for limiting the extent of their disclosure, such 
as avoiding bureaucratic hassles or the loss of valu-
able business (or, in a more beneficent case, a doctor 
worrying about being unable to persuade a patient to 
adopt the best therapy). To overcome these natural 
tendencies of disclosers, it is important to mandate 
the disclosure of specific information, not generic 
conflicts of interest. For example, doctors should be 
required to list the pharmaceutical companies from 
which they have received monetary compensation 
(and the approximate amounts involved), not just the 
relationships that might compromise their prescribing 
decisions. An added benefit of such a just- the- facts 
approach to gathering disclosure- relevant informa-
tion is that it mitigates the tendency of the discloser to 
frame the information so as to avoid the appearance of 
conflict of interest (or, in an open- ended text disclo-
sure, to obscure the relevant information in technical 
language).

Disclosure requirements need to include not only 
obvious cases of high stakes financial self- interest but 
also less obvious potential causes of bias. One example 
is the seemingly trivial gifts to doctors, such as pens 
with drug names on them. While doctors are indeed 
unlikely to be influenced by the economic value of the 
pen, psychological research suggests that repeatedly 
seeing the drug name is likely to unconsciously in-
crease liking for, and prescribing of, the drug. Another 
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example is the potentially biasing effect of friendship. 
For example, Justice Scalia elected not to recuse him-
self from the case of Cheney v. United States District 
Court for the District of Columbia despite a close per-
sonal friendship with Vice President Cheney, claiming 
that the requirement for recusal did not apply in this 
case— that is, that his “impartiality [could not] rea-
sonably be questioned.” Without doubting the sin-
cerity of Justice Scalia’s belief in his own impartiality, 
the capacity to fully escape the unconscious biasing 
effects of friendship is a lot to expect.

As these examples illustrate, obtaining an accurate 
list of disclosures requires an understanding on the 
part of those who mandate them of the myriad of 
ways that bias can operate. These include not only the 
large sums of money that would be the key informa-
tion from a standard economic perspective, but also 
social relationships, nonmonetary incentives, and per-
sonal beliefs not grounded in professional knowledge 
(e.g., religious or cultural values). Fortunately, psy-
chologists have now itemized many of these factors, 
providing the requisite scientific knowledge for de-
veloping robust and effective disclosure requirements.

EducatE rEciPiEnts

Disclosures can only be effective to the extent that 
those who receive them understand how bias oper-
ates and what effect it can have. Medical patients and 
financial investors who themselves rely on inaccurate 
theories of bias (e.g., Only big amounts of money 
could bias a well- paid doctor.) are unlikely to benefit 
from disclosures that rely on an accurate understand-
ing of bias. Consequently, an important component 
of disclosures to clients (e.g., patients, investors) 
should involve not just a statement of the interest, but 
also a disclosure of the fact that interests of that sort 
have been found to bias advisors’ guidance.

usE third- Party disclosErs

Another problem with disclosures is that they 
typically are provided by the individual whose bias 
is in question. Thus, that individual benefits from 
the appearance of integrity and honesty afforded by 
that openness. For this reason, disclosures could be 
more beneficial if they came from a third- party source 
rather than from the potentially biased actor him or 
herself. Being told by a third party that one’s physi-
cian has a financial stake in one’s medical care could 
have a greater impact than being told that same thing 
by one’s physician.

Consider, for example, the process of enrolling 
patients in clinical trials of new drugs. Often doctors 
receive a financial payment from the sponsoring phar-
maceutical company for each patient that they en-
roll. Efforts (driven in large part by Senator Charles 

Grassley) are underway to mandate disclosure of all 
such payments in a central government database. For 
the disclosures to have maximum benefit, one would 
want to have the government (perhaps via email or 
automated phone calls or both) notify every patient 
considering participating in such trials of the financial 
benefit to their doctor. In contrast to disclosure by 
the doctor, which might make the doctor seem open 
and honest, the governmental notification could en-
courage the patient to reconsider the merits of the 
trial or to seek a second opinion. The disclosure is 
likely to be particularly helpful if it is accompanied 
by information about potential consequences of the 
relevant bias for the advisor’s advice, as well as sugges-
tions for alternative courses of action (such as seeking 
guidance from an independent physician).

makE disclosurEs rEadablE and transParEnt

One of the biggest problems with disclosures is 
that they are not transparent. Usually they are in tiny, 
almost unreadable print. Even if the type is readable, 
the meaning is often obscured by technical language 
or legalese. The underlying problems are twofold: 
first, disclosures can legitimately be complicated and 
extensive, and second, the disclosure statements are 
typically written by someone aiming to protect the 
discloser, not the client, resulting in the motivation 
to obfuscate (or to “overprotect” to the point of ob-
scuring the most critical concerns). One approach to 
mitigating these problems is to mandate a short, non-
technical summary of the most important issues that 
is written not by the discloser but by a third- party 
clearinghouse or watchdog group. For understand-
ing the full benefits and costs of complex products 
like mortgages or insurance policies, however, such 
a summary is bound to be insufficient. An alterna-
tive involves machine- readable disclosure (Thaler and 
Sunstein, 2008). The idea is that the disclosure is 
provided in a standardized computational form that 
allows third- party websites to compete so as best to  
reveal the key buried information. For example, if a 
consumer were choosing between two mortgage bro-
kers, the computer could highlight only the relevant 
differences, greatly facilitating the client’s ability to 
make an informed selection. Such standardized dis-
closures also deal with the discloser’s lack of motiva-
tion to be transparent.

accEPt that disclosurE oftEn Will not  
bE Enough

Disclosures should generally be viewed as a first 
step, not a complete solution. Sometimes disclosure 
is necessary for identifying a conflict of interest but 
does nothing to remedy it. For example, judges ul-
timately make decisions, and when their reasoning 
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is susceptible to bias, mere disclosure provides no 
assurance that bias will not impact their decisions. 
Accordingly, the appropriate solution is recusal. 
For stockbrokers, while disclosure gives the client a 
chance to avoid taking actions driven by the advisor’s 
bias, stronger precautions are typically needed in prac-
tice. For example, when a stockbroker has a stake in 
selling a particular stock, it may be acceptable for the 
broker to recommend the stock along with disclosure 
of the bias. However, prudent rules might prevent 
that broker from actually processing the client’s trans-
action, which should instead be handled by another 
broker with no relationship to this one and no conflict 
of interest. Such a safeguard would prevent the client 
from being driven into a poor decision by social pres-
sure. For doctors, bringing in a third party may also 
be useful. This is already done to a limited extent, for 
example, when a pharmacist recommends the generic 
form of a branded medication prescribed by a doctor. 
Having pharmacists phone or email doctors to check 
whether a patient could equally benefit from the least 
expensive of a set of comparable medications could 
also be beneficial. For more major medical decisions 
where the potential for bias exists, the best remedy 
is encouraging patients, as part of the disclosure, to 
obtain a second opinion.

perspective taking

The bias blind spot contributes to a host of impor-
tant problems in the policy arena. Separate from the 
problems that it causes for disclosure (due to advisors’ 
failure to recognize their own unconscious biases), 
another problem involves its propensity to exacerbate 
conflict and act as a barrier to effective negotiation. 
When people are convinced that objectivity is on their 
side, they are likely to resist compromising with those 
who disagree and instead to prefer a more aggressive 
response. One obvious solution, then, is to encourage 
people to consider others’ perspectives. Trying to un-
derstand the opposing side’s point of view, or to imag-
ine the perspective one would take in that position, 
seems promising as a way to reduce the impact of the 
bias blind spot. For example, if Israelis could effec-
tively understand the perspective of Palestinians, and 
vice versa, this could mitigate each side’s propensity 
to see themselves as uniquely victimized and as hav-
ing a monopoly on what constitutes an objectively fair 
resolution to their plight. Without that perspective, 
each side instead may feel justified in acting violently 
against a foe whom they view as too unreasonable to 
be negotiated with. Another example involves nego-
tiations over legislation that impacts multiple interest 
groups (e.g., health- care reform, zoning laws). If each 
group feels that its position is objectively correct, each 

group will be ill- disposed to making compromises. 
Consideration of the other groups’ perspectives may 
open up new avenues to reaching agreement, includ-
ing “win- win” arrangements that effectively meet 
multiple parties’ needs.

the pRoBlem with peRspeCtive takinG

Successful perspective taking has been shown to have 
a variety of positive effects relevant to conflict. It can 
increase people’s altruism toward others, improve 
relationship satisfaction, decrease stereotypes about 
other groups, reduce self- serving judgments about 
what is fair, and produce more effective negotiation 
outcomes (e.g., Coke, Batson, and McDavis, 1978; 
Epley, Caruso, and Bazerman, 2006; Franzoi, Davis, 
and Young, 1985; Galinsky and Moskowitz, 2000; 
Neale and Bazerman, 1983; Savitsky et al., 2005). 
Unfortunately, solutions aimed at perspective taking 
can be difficult to implement successfully. For various 
psychological reasons, inducing people to success-
fully take others’ perspectives is easier said than done. 
When the perspective taking is done poorly, its con-
sequences can be worse than if efforts to do it were 
absent. A primary cause of this problem derives from 
individuals’ naive realism, whereby they have diffi-
culty separating their own subjective perceptions from 
what is true in objective reality. That tendency, com-
bined with biased assimilation (people’s inclination to 
carefully scrutinize, and ultimately reject, information 
that contradicts their prior beliefs) and self- serving 
biases (people’s inclination to protect their ego even 
at the expense of accuracy), can make the process of 
thinking about adversaries’ viewpoints result in peo-
ple’s becoming yet more convinced of the rightness 
of their own views (and the wrongness of their adver-
saries’ views). Even worse, as a result of having made 
the effort to consider an adversary’s perspective, one 
is likely to feel all the more righteous in champion-
ing one’s own position. Consider the example of a 
conflict over land, such as that between the Israelis 
and Palestinians or between local groups involved 
in a zoning dispute. As each group makes the effort 
to consider the other side’s perspective, they may be 
struck by the lack of “good reasons” for that side’s 
position. As a consequence, their perspective- taking 
effort may lead them to feel even more strongly about 
their own position (i.e., to become more biased to-
ward their own side)— even while their willingness 
to take the others’ perspective makes them yet more 
convinced of their own objectivity.

There is another, related, potential downfall of per-
spective taking. People’s efforts to consider another 
party’s perspective can lead them to focus on and 
thereby exaggerate that party’s biases and self- interest 
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(Epley, Caruso, and Bazerman, 2006). Consider the 
case of a contract negotiation between labor and 
management. If the manager attempts to take the 
perspective of the labor leader before sitting down 
for the negotiation, that manager might imagine that 
the labor leader will only think about making more 
money for the union workers and not at all about 
the financial needs of the firm. As a consequence, the 
manager’s perspective- taking may make him yet more 
inclined to take a hard- line stance against wage in-
creases out of concern that such a stance will be neces-
sary in order to reach any reasonable middle ground. 
Thus, perspective- taking could lead one to take ac-
tion that is more biased toward one’s own side, if that 
perspective- taking leads one to believe that such self-
ish action is needed in order to counteract the bias 
of the other side and to thereby achieve an equitable 
outcome. Studies by Epley, Caruso, and Bazerman 
(2006) support this notion. In their studies, subjects 
were told to imagine the perspectives of different par-
ties with interests contrary to their own or to consider 
their own perspective in a multiparty conflict over the 
allocation of scarce resources. The perspective- taking 
exercise was successful in that those who engaged in 
it thought it was fair for them to take less of a limited 
resource than did those who focused on their own 
perspective. Importantly, though, and inconsistent 
with those judgments, the subjects who engaged in 
perspective- taking behaved in a manner that was more 
biased than their peers: they took a larger portion of 
the scarce resource.

sUGGested solUtions

Simple instructions to consider the perspective of the 
other side can elicit perverse effects. However, more 
psychologically savvy efforts to encourage perspective 
taking can elicit desirable effects. A number of pos-
sible approaches are discussed below.

EncouragE cooPErativE norms

Perspective- taking instructions are likely to be 
more effective when they are accompanied by a norm 
of cooperativeness rather than competitiveness (Epley, 
Caruso, and Bazerman, 2006). Because perspective 
taking changes people’s opinions about what is fair in 
a direction that departs from their self- interest, hav-
ing a norm that encourages fair behavior (rather than 
looking out for oneself ) can capitalize on the benefits 
of perspective taking. A key challenge is how to insti-
tute this norm. Because adversaries are likely to enter 
a negotiation with differing motives and prior beliefs, 
it will typically be up to a third- party mediator to in-
stitute the cooperative norm. One possibility is for 
the mediator to provide incentives for cooperation. 

For example, in a contract negotiation, the two par-
ties might agree in advance to an approach known as 
final- offer arbitration (which is used in major- league 
baseball negotiations). In it, each party proposes a so-
lution, and the third- party arbitrator selects the more 
cooperative of the competing proposals, whose terms 
are then final. Another strategy for promoting coop-
erative norms involves framing by the third- party me-
diator. For example, in bringing together groups of 
influential Israelis and Palestinians for the purpose of 
working on conflict resolution, Herbert Kelman (e.g., 
Rouhana and Kelman, 1994) framed their task not 
as “negotiation” to resolve a “conflict,” but rather as 
“joint problem solving.” By using the “problem solv-
ing” frame, Kelman subtly introduced a norm that the 
parties’ task was to cooperate rather than to aggres-
sively advocate for their own side.

maniPulatE visual PErsPEctivE

The simplest perspective- taking instruction for 
third- party mediators to give is to tell adversaries to 
take each other’s perspective. Because this simple in-
struction can backfire, it often is up to third parties 
to offer more nuanced perspective- taking instruc-
tions. For example, mediators might induce success-
ful perspective taking by having adversaries imagine 
the visual perspective of those on the other side of 
the table from them, or even by having them take on 
that visual perspective by showing them a videotape 
of how that side is seeing the negotiation. This strat-
egy involves inducing people to literally see the world 
from the other’s perspective. Such manipulations of 
visual perspective have been shown to be powerful in 
changing people’s judgments of others’ personalities 
and behavior (e.g., Storms, 1973; Taylor and Fiske, 
1975), and it is likely that those effects would extend 
to the domain of negotiation.

usE carEfully WordEd instructions

Effective perspective- taking instructions might in-
duce people to imagine not how the other side sees 
the world, but rather what valid reasons there might 
be for them to see it that way (e.g., Puccio, 2003). 
As with the above strategy involving visual perspec-
tive taking, this method has the promise of eliciting 
perspective taking without immediately prompting 
adversaries to focus on the other side’s bias. Because 
perspective- taking instructions can lead people to 
focus on their adversaries’ bias, another solution is 
to lead people to instead focus on their adversaries’ 
potential for objectivity. Since those on each side are 
likely to have preconceived notions about the other’s 
bias with respect to the particular issue of their dis-
pute, it may be more feasible to alter people’s per-
ceptions of the general objectivity of their adversary 
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as a person, rather than to take aim directly at peo-
ple’s perceptions of their adversary’s objectivity with 
respect to the conflict at hand. Kugler and Pronin 
(2007) tested that strategy. Subjects engaged in a 
wage contract negotiation where they represented 
management and their partner (unbeknown to them, 
actually a computer algorithm) represented labor. 
They were told that they would not be meeting their 
partner because the study concerned negotiation at a 
distance. Before beginning their negotiation, subjects 
were shown the results of a personality test allegedly 
taken by their adversary and designed to induce them 
to perceive that adversary either as prone to thinking 
about things objectively or as prone to bias (where the 
bias manipulation simply induced the same bias per-
ceptions that normally arise in adversarial contexts). 
Subjects then began their negotiation by initiating the 
first round of bargaining. Bargaining continued until 
a wage agreement was reached, with substantial strike 
costs accruing to management for every “day” (i.e., 
round) without an agreement. The benefit to sub-
jects of perceiving objectivity in their adversary was 
high (table 11.3). Had they been negotiating with 
real money, it would have amounted to $2.4 million. 
How did this happen? Subjects who believed in their 
adversary’s potential for objectivity opened the nego-
tiation with a fairer offer (their peers started with a 
lowball, highly competitive stance). As a result, they 
reached an agreement more quickly.

limit countErarguing

When adversaries present their perspectives to each 
other, they often have difficulty truly hearing what 
the other is saying. The reason is that people gener-
ally listen to their adversaries in a way that involves 
actively counterarguing those adversaries’ reasoning 
rather than listening with an open ear and mind (e.g., 
Kunda, 1990; Lord, Ross, and Lepper, 1979). Such 
counterarguing listening involves activities such as 
judging the problems and weaknesses in the other’s 
position as he or she is stating it, thinking about ways 
in which one’s own position is superior, and preparing 

counterarguments that can be leveled when it is one’s 
chance to reply. While third- party mediators typically 
are motivated to listen with an open ear and mind, 
adversaries typically are motivated to devote their 
mental and verbal energy to discrediting or counter-
ing the points made by their adversary, even though 
this strategy prevents effectively hearing the other’s 
perspective. Thus, third- party mediators could en-
courage better perspective taking by inducing adver-
saries to listen without counterarguing. In a recent ex-
periment, Kennedy and Pronin (2009) aimed to elicit 
such listening with a simple instruction. Participants 
were faced with a fellow student who held a differ-
ent position from their own on a campus issue (one 
involving academic grading practices). Those in the 
condition designed to reduce counterarguing listen-
ing were told that after hearing from their adversary, 
they would be asked to accurately repeat, in their own 
words, the details of their adversary’s position on the 
issue— such that their adversary would agree that his 
position was “accurately captured and represented.” 
The experiment revealed that those faced with this 
task came to view their adversary as less biased, and 
more objective, than did those left to counterargue 
their adversary as they listened.

EncouragE PEoPlE to “considEr thE oPPositE”
A different strategy for inducing more effective 

perspective- taking has been called the consider the 
opposite strategy (Lord, Lepper, and Preston, 1984). 
That strategy does not ask people to consider events 
from the other side’s perspective but rather it induces 
them to do so. One experiment testing that strategy 
was conducted in the context of the polarizing issue 
of the death penalty. The experiment was inspired 
by earlier research showing that people exposed to 
mixed evidence about the effectiveness of the death 
penalty as a deterrent generally come to feel yet more 
strongly for their own side (Lord, Ross, and Lepper, 
1979). In order to induce people to take a less biased 
and more evenhanded view of such evidence, the re-
searchers sought to induce them to take the opposing 
perspective on that evidence. However, rather than 
directly asking them to look at things from the other 
side’s point of view, they instead asked them to read 
each piece of evidence and “ask yourself at each step 
whether you would have made the same high or low 
evaluations had exactly the same study produced re-
sults on the other side of the issue” (p. 1233). With 
this instruction, the subjects no longer showed the 
usual bias toward their own side. In a simple control 
condition where they received no instructions, and in 
a comparison condition where they were instructed 
to be objective and unbiased, they instead showed the 
usual bias effect.

Table 11.3 Financial benefits of seeing one’s negotiation 
adversary as capable of objectivity rather than as biased

“objective”  
adversary

“Biased” 
adversary

Initial wage offer $10.19 $10.08

Days of negotiating 9 days 15 days

Financial expense $4.6 million $7.0 million

Note: differences between conditions were significant at the p < .01 level. dif-
ferences in management’s initial wage offer mediated the effect of experimental 
condition on the financial expenses management incurred.
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demanding objectivity

Instructions to be objective and unbiased would seem 
to be a straightforward way to encourage that behav-
ior. They do not rely on individuals’ ability to per-
spective take, and they attempt to remove people’s bi-
ases rather than to simply have people disclose them. 
However, research studies (including the one de-
scribed in the preceding paragraph) have shown that 
simple pleas for objectivity do not work and can even 
induce perverse effects (Frantz and Janoff- Bulman, 
2000; Lord, Lepper, and Preston, 1984; Wilson et 
al., 1996).

the pRoBlem with demandinG oBjeCtivity

The problem with demanding objectivity rests on the 
unconscious nature of bias. Because people are not 
typically aware of their biases, they are not in a posi-
tion to respond to instructions to consciously elimi-
nate those biases. Indeed, such instructions may in-
stead have the opposite effect of causing people to be 
more biased; that is, individuals are likely to respond 
to those instructions by looking inward for signs of 
bias and, upon finding none, feeling yet more confi-
dent in their own objectivity. That confidence is apt to 
make them become more biased by preventing them 
from feeling the need to engage in the sort of ques-
tioning and examination that might help them under-
stand the views of the other side.

In a series of studies by Uhlmann and Cohen 
(2007), subjects primed to feel personally objective 
(by completing a scale in which they were able to 
assert their characterological objectivity) were more 
likely to show gender- biased discrimination in the 
context of a hypothetical hiring decision. A series of 
studies by Frantz and Janoff- Bulman (2000) also sup-
port the hypothesis that feelings of objectivity do not 
guarantee actual objectivity and in some cases can be 
indicative of increased bias. In those studies, subjects 
read various conflict scenarios that manipulated the 
likeability of those on opposing sides of a conflict. To 
the extent that participants liked one of the individuals 
more than the other, they tended to claim that the in-
dividual whom they liked was on the right side of the 
conflict. Importantly, instructions to be objective only 
exacerbated this bias. Apparently, the subjects had an 
automatic (and nonconscious) tendency to view the 
likeable person in the scenario as the objectively cor-
rect one. As a result, the instruction to be objective 
only led them to feel more strongly in favor of the 
side that they viewed as objectively correct. Taken 
together, these two sets of studies illustrate that in 
both social conflict and employment- discrimination  
settings, people view their biased perspectives as ob-

jective and become more biased as their confidence in 
their own objectivity is raised.

Despite these findings, instructions to be objective 
continue to be common. For example, in the legal 
arena, judges typically provide instructions to jurors 
such as: “Do not allow sympathy or prejudice to influ-
ence you. The law demands of you a just verdict, unaf-
fected by anything except the evidence, your common 
sense, and the law as I give it to you” (U.S. District 
Court, 8th Circuit, 2007). Such instructions are liable 
to augment, rather than mitigate, the impact of juror 
biases on overall jury decisions. Judges, in turn, in 
deciding whether to recuse themselves, are required 
to ask themselves whether they can be objective with 
respect to a particular case; that is, whether their im-
partiality could reasonably be questioned. When one’s 
answer is in the negative, despite the presence of un-
conscious bias, the very process of deciding that one is 
objective enough to hear a case may tend to magnify 
one’s bias. In light of these concerns, Judge Richard 
Posner of the U.S. Court of Appeals (2008) argued 
against the wisdom of criteria that rely on judges’ abil-
ity to internally assess their own bias.

sUGGested solUtions

The problem with encouraging people to be objec-
tive is that they generally already take for granted that 
they are being just that. Accordingly, the first solu-
tion discussed below involves educating people about 
the unconscious nature of bias. Other solutions can 
be used in conjunction with such education, or on 
their own, in order to lead people to exhibit increased 
objectivity.

EducatE about unconscious bias

A starting point is to teach people that bias typi-
cally operates outside of conscious awareness. Doing 
so can help people to recognize their susceptibility to 
bias by preventing them from relying excessively on 
introspective evidence of bias. Furthermore, it can re-
duce the bias blind spot by helping people realize that 
they are not likely to be any less biased than those 
around them. It also can inspire people to engage in 
efforts to overcome their biases. Research by Pronin 
and Kugler (2007) has suggested the promise of this 
strategy. In one experiment, subjects either read an ar-
ticle informing them about the role of nonconscious 
processes in judgment and about people’s lack of 
awareness of being influenced by those processes, or 
they were in a control condition in which they did not 
read that article (both groups also read a filler article 
masking the researchers’ true interests). Then, in an 
allegedly separate experiment, participants were asked 
to indicate their personal susceptibility relative to 
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their student peers to a variety of different judgmental 
biases. The result was that participants who had been 
educated about nonconscious processes (and about 
the perils of relying on introspection) saw themselves 
as no more objective than their peers, unlike those 
in the control condition. The two conditions differed 
significantly from each other, indicating that the in-
tervention reduced the bias blind spot.

rEducE ExPosurE to biasing information

Given that bias typically operates nonconsciously, 
it is preferable to avoid exposure to biasing informa-
tion rather than to try to correct for such exposure 
after the fact. For example, it would be next to impos-
sible for a teacher to grade the papers of a very nice 
and not- so- nice student objectively, without over-  
or undercorrecting for the impact of the student’s 
niceness. It would be straightforward, however, to 
grade the papers blindly, thereby removing the risk 
of bias. Similarly, when watching an orchestra musi-
cian play on stage, it might be difficult to judge his 
or her musicality without being biased by appearance 
and gender. The now widely used practice of having 
such musicians audition behind a curtain successfully 
removes this risk of bias (and, not incidentally, has 
led to dramatic advances for female orchestra play-
ers). Similar logic underlies the FDA’s requirement 
for double blind methods (i.e., for both health- care 
professionals and their patients) in the clinical trials 
required for drug approval. When we choose to grade 
papers blindly, to judge musicians blindly, or to con-
duct clinical trials blindly, we do so not because we 
can feel our expectations biasing our grading, or our 
gender stereotypes biasing our judgments of musical-
ity, or our desires for drug approval biasing our clini-
cal evaluations, but rather because we recognize that 
the lack of those feelings does not necessarily signal a 
lack of bias.

dEmand bEhavior that Would aPPEar objEctivE 
to an outsidEr

To the extent that exposure to biasing information 
cannot be avoided, a modified form of the standard 
demand to be objective has merit. That modification 
involves asking people not to be assured of their own 
objectivity, but rather to be assured that others will 
see them as objective. Thus, the instruction could be 
something like: strive to make your behavior look ob-
jective to an outside observer. Such a strategy is used, 
for example, when individuals coaching people who 
are dealing with ethical dilemmas advise them to ask 
themselves whether they would be happy with their 
decision being reported on the front page of the news-
paper. This instruction is intended to lead people to 
evaluate the ethicality of their decisions not by looking 
inward to determine whether they have been biased  

by self- interest, but by looking outward to determine 
whether others would have that opinion. The differ-
ence between striving to be objective versus striving 
to be viewed as objective by an outsider is a key one, 
because the former involves assessing the presence 
of bias by looking inward to conscious thoughts and 
motives, whereas the latter involves looking to ob-
servable actions to make that determination of bias. 
Due to the unconscious nature of bias, strategies that 
involve looking inward are likely to miss bias when it 
is present, whereas strategies that involve looking to 
outward behavior are more likely catch it. Finally, the 
impact of this sort of objectivity instruction could be 
further enhanced by reminding people that this in-
struction is not as strange as it might initially sound— 
since while one may be inclined to judge one’s own 
objectivity based on what’s in one’s head, the rest of 
the world will judge it by looking at one’s actions.

Concluding Thoughts

Over the past several decades, psychologists have 
documented a wide range of biases that influence 
people’s thoughts, judgments, and behavior. In ad-
dition to the problems that these biases can cause, 
more recent evidence has highlighted the problems 
associated with people’s biased perceptions of their 
own (and others’) biases. People show a bias toward 
recognizing bias more in those around them than in 
themselves. This bias blind spot can elicit and exac-
erbate a range of policy- relevant problems. Policies 
that target problems in domains varying from ethical 
lapses to discrimination to conflict can be informed by 
knowledge about this asymmetry in people’s percep-
tions of bias.

The human mind is unlikely to free itself of the 
biases that take hold of it. Indeed, those biases can 
sometimes serve valuable functions such as allowing 
people to maintain healthy self- esteem and to form 
judgments quickly with a minimal expenditure of 
mental resources. And, to the extent that these bi-
ases are beneficial, it may be just as well that indi-
viduals maintain a blissful lack of awareness of their 
commissions of them. However, this lack of awareness 
becomes a problem when individuals would be bet-
ter off correcting for or warding off their biases, and 
when individuals impute bias to others that they deny 
in themselves. At a collective level, people’s shared 
blindness to their biases can exert particularly dam-
aging effects because entire institutions can succumb 
to biases of which each individual contributor is un-
aware. In such cases, individuals might benefit from 
recognizing that their own minds are unlikely to be 
free of the biases that they so readily observe taking 
hold of the minds of those around them.
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Chapter 12

Questions of Competence
The Duty to Inform and the Limits to Choice

BaruCh FIsChhoFF

sara L.  EggErs

Many of our decisions are shaped by government 
policies that reflect policy makers’ beliefs about our 
competence to make those choices. For example, 
policies establishing disclosure requirements for in-
vestments and pharmaceuticals reflect beliefs about 
our competence to recruit and comprehend the rel-
evant evidence. Policies regulating the claims made 
about consumer products and political candidates re-
flect beliefs about our competence to evaluate them. 
Policies governing living wills reflect beliefs about our 
competence to anticipate personally unprecedented 
circumstances.

The stakes riding on these beliefs are high. If our 
competence is overestimated, then we may be denied 
needed protections. If our competence is underes-
timated, then we may be wrongly denied the right 
to choose. If ways to enhance our competence are 
underestimated, then we may lose chances for em-
powerment. If those opportunities are overestimated, 
then we may receive useless help (e.g., overly complex 
financial or medical disclosures) and be held respon-
sible for its failure.

Judgments of decision- making competence are 
subject to known biases (Gilovich, Griffin, and Kahne-
man, 2002). Outcome bias leads to assessing decisions 
by the outcomes that follow them rather than by 
the thinking that goes into them. As a result, people 
facing easy choices (e.g., among places to eat) seem 
more competent than people facing hard ones (e.g., 
among medical treatments). Hindsight bias leads to 
exaggerating the competence of people who experi-
ence good fortune and underestimating that of those 
who do not. Defensive attribution leads to deprecat-
ing the competence of people whom misery befalls, 
so that observers can feel less vulnerable to suffering 
a similar fate.

Beliefs about decision- making competence can 
also reflect motivated thinking (or even deliberate 

misrepresentation), when a policy’s legitimacy de-
pends on the perceived competence of those whose 
behavior it governs. For example, advocates of market- 
based policies see consumers (investors, patients, etc.) 
as competent, as do advocates of participatory poli-
cies (e.g., referenda, citizen advisory committees). 
Advocates of strong regulatory policies see consum-
ers (investors, patients, etc.) as incompetent and in 
need of that protection, as do advocates of policies 
that empower technocratic elites. Advocates of repro-
ductive rights for adolescents make strong claims for 
teens’ competence; opponents of adjudicating teens 
as adults make contrary claims (Roper v. Simmons, 
2005). Both cannot be right, at least without more 
discriminating accounts of the similarities and differ-
ences in these decisions and the teens making them 
(Parker and Fischhoff, 2005).

Sweeping generalizations about decision- making 
competence can stimulate useful public discourse by 
encouraging partisans to assemble and defend exam-
ples supporting their positions. However, strategically 
chosen and interpreted examples are just that: things 
to consider, not systematic evidence. Sound policies 
require detailed analyses that are able to capture the 
heterogeneity in both the demands that decisions 
make and the skills of those making them (Bruine de 
Bruin, Parker, and Fischhoff, 2007).

An Approach to Competency- Based  
Policy Making

This chapter offers such a general approach to as-
sessing and, where possible, improving, individuals’ 
competence to make specific decisions under the con-
ditions created by specific policies. It illustrates the 
approach with risk- related decisions in U.S. policy 
contexts that were chosen to suggest the variety of  
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possible incentives and opportunities for implement-
ing policies that enhance public decision- making 
com petence. The examples cover a variety of topics  
(including drugs, pathogens, and contaminants), their 
policy- making locus (including regulators, courts, and  
emergency officials), and their decision makers (in-
cluding teens, older men, hobbyists, and everyone). 
They are presented in roughly decreasing order of how  
explicit the decisions are, beginning with ones made 
at a clear point in time and ending with ones embed-
ded in the flow of events.

Our approach follows the “traditional” strategy 
of behavioral decision research (Edwards, 1954; von 
Winterfeldt and Edwards, 1986):

1. Normative analysis: identifying the best choices, 
using the available science to predict the outcomes 
of possible choices and decision makers’ values to 
weight them

2. Descriptive analysis: predicting the choices that 
those individuals would actually make under the 
conditions created by possible policies

3. Prescriptive analysis: characterizing the gap 
between the normative ideal and the descriptive 
reality with each policy

Determining the prescriptive implications of a 
normative- descriptive gap requires a value judgment. 
Among other things, policy makers must weigh the 
fates of different individuals. They might treat every-
one equally or assign weights based on properties like 
age, health, pregnancy status, citizenship, or histori-
cal injustices (Fischhoff, Atran, and Fischhoff, 2007). 
Consider, for example, a choice between policies re-
quiring just English or both English and Spanish on 
warning labels. Holding the font size constant, the 
former allows more words, so that labels can address 
more problems or the same problems more thor-
oughly. However, that policy leaves Spanish- only 
speakers less protected. A third policy, reducing the 
font size, could accommodate both languages but lose 
users with limited vision or aversion to fine print. A 
fourth policy, expanding the size of the warning label, 
could allow more words or larger font but crowd out 
benefit information. The prescriptive analysis makes 
these choices more explicit— which policy makers may 
or may not welcome.

The approach also allows clarifying the impacts 
of policies that honor procedural principles, such 
as “freedom of choice,” “consumer protection,” 
“chances to learn from experience,” or “full dis-
closure.” For example, a First Amendment right to 
“commercial freedom of speech” has been invoked 
to expand the range of legal product claims. The re-
sult could be positive if consumers can interpret the 

claims, negative if not. “Full disclosure” has been ad-
vocated as a way to extract needed information from 
producers. The result could be positive if consumers 
can extract the decision- relevant facts, negative if the 
clutter overwhelms them. The approach characterizes 
such policies by their effects on consumers’ ability to 
make the choices that they govern.

Applying the approach requires contributions 
from multiple disciplines. Identifying the optimal 
choice requires decision analysis informed by behav-
ioral research (capturing individuals’ values) and sub-
ject matter expertise (regarding expected outcomes). 
Predicting individuals’ choices requires behavioral re-
search into how individuals interpret the choices that 
emerge under different policies. Evaluating the gap 
between the normative ideal and the descriptive real-
ity requires expertise in law and philosophy. Choosing 
policies requires political judgment informed by sci-
entific assessments of impacts on outcomes that mat-
ter to policy makers.

Although described as sequential, these steps are 
inherently interdependent. Without knowing individ-
uals’ values, analysts cannot identify evidence relevant 
to their choices. Without knowing policy makers’ val-
ues, analysts cannot properly disaggregate outcomes 
(e.g., by age, gender). Without knowing the sources 
of poor choices (e.g., lack of skills, facts, or motiva-
tion), policy makers cannot understand their options. 
And so on.

The following case studies illustrate the approach 
with risk- related policies. Other applications include 
avian flu (Fischhoff et al., 2006), sexual assault (Fisch-
hoff, 1992), nuclear energy sources in space (Maharik 
and Fischhoff, 1993), nuclear weapons (Florig and 
Fischhoff, 2007), and sexually transmitted infections 
(Downs et al., 2004).

The core of each application is a normative model 
informed by descriptive and prescriptive research. 
How deeply each component is pursued depends 
on the context of the policy. For some applications, 
rough normative models suffice; for others, quanti-
tative solutions are needed. Some require dedicated 
behavioral research; others can rely on existing results, 
showing general tendencies. Some allow testing pre-
scriptive interventions; others barely invite sugges-
tions for change. Because each example responded to 
a perceived opportunity (and, sometimes, an actual 
invitation) to influence policy, they do not represent a 
well- defined universe of policy choices that depend on 
assessments of competence. Rather, they illustrate the 
variety of possible applications and their, sometimes 
surprising, policy implications.
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Applications

saw palmetto: Consumers’ Competence to make  
decisions Created by Commercial freedom of speech

poliCy Context

In the United States, the dietary supplements in-
dustry has long exceeded the $14 billion estimated 
a decade ago, with over half of Americans consum-
ing at least one of the 29,000 products (Food and 
Drug Administration [FDA], 2000a). Currently, the 
law treats supplements as “reasonably expected to be 
safe, unless adulterated.” The FDA bears the burden 
of proof for demonstrating harm and for ensuring 
that label information is “truthful, non- misleading, 
and sufficient to communicate any risk.” Labels can 
make nonmedical claims without FDA approval but 
must be withdrawn if the FDA demonstrates that they 
are potentially misleading to a reasonable consumer 
(FDA, 2002; emphasis added). Thus, the policy rests 
on whether consumer behavior meets a normative 
standard.

Some supplement manufacturers and consumer 
advocacy groups have argued that consumers are 
competent to evaluate such claims. In Pearson v. Sha-
lala, the U.S. Court of Appeals accepted this argu-
ment, ruling that consumers might benefit from an 
unverified claim if they knew that they had to evaluate 
it and could do so. One commentator praised the rul-
ing as ending “FDA’s paternalistic approach . . . based 
on the counterintuitive notion [that] consumers lack 
the sophistication necessary to evaluate truthful and 
non- misleading health information” (Emord, 2000, 
p. 140). If the FDA’s “counterintuitive notion” is ac-
curate, though, the ruling denies consumers needed 
protection.

Eggers and Fischhoff (2004) analyzed this ques-
tion for a supplement central to the litigation: saw pal-
metto (SP), a dietary supplement that might relieve 
lower urinary tract symptoms of benign prostatic hy-
perplasia (BPH), a chronic problem common among 
older men.

step 1: normative analysis

Figure 12.1 shows the decision facing men with those 
symptoms. The options (the square choice node) are 
(1) consume the recommended dose of saw palmetto, 
(2) consult a physician (seek MD), and (3) do noth-
ing. One uncertain outcome (triangles) is the change 
in BPH- related symptoms. Others are the health ef-
fects of prostate cancer and other conditions with 
similar symptoms. The circular chance nodes capture 

the associated uncertainties. The probability of the 
other conditions should not depend on whether men 
self- treat with saw palmetto. However, it might take 
longer to discover those conditions, perhaps long 
enough to affect the chances of effective treatment 
(Coley, Barry, and Mulley, 1997).

The scientific evidence on saw palmetto (Marks et 
al., 2000; Schulz et al., 2002; Wilt et al., 1998) al-
lowed creating a relatively simple decision tree. The 
tree omits side effects because they are too small to af-
fect choices. It omits costs because they, too, are small 
($10/month). It has a single- dose option (the rec-
ommended one) because taking more has no known 
(positive or negative) effects (Ernst, 2002). A “take 
less” option could be added; it would have a lesser 
chance of symptom relief and, hence, a greater chance 
of having other problems diagnosed in time. Eggers 
and Fischhoff (2004) summarizes that evidence in 
decision- relevant terms, taking the outcome prob-
abilities from medical evidence and the values from 
studies of utilities for health states (Tengs and Wal-
lace, 2000). The message that emerged from the nor-
mative analysis was “Saw palmetto might be worth a 
try, but don’t neglect other possible sources of your 

Prostate cancer risk factors
Risk factors for other conditions
Initial symptoms

Seek MD

Do nothing

Take SP

Symptoms
improve

BPH

Other
condition

Prostate
cancer

Symptoms
worsen 

Symptoms
improve

Symptoms
worsen 

Prostate
cancer

BPH

Other
condition

A

A

A

A

12.1. Decision tree for men considering saw palmetto 
(sP) as a treatment for lower urinary track problems. 
other decision options (square node) are getting medi-
cal help (seek MD) and doing nothing. The primary 
uncertainty (circular nodes) for Take sP and Do Noth-
ing is how symptoms will respond. For seek MD, it is 
whether the diagnosis is benign prostatic hyperplasia 
(BPh), prostate cancer, or some other conditions. The 
outcomes (triangles) depend on the underlying condition 
and how it responds to treatments, which will depend on 
how soon it is diagnosed. Box a reflects outcomes with 
delayed diagnosis.
(redrawn from Eggers and Fischhoff, 2004)
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symptoms.” The behavioral analysis asks, in effect, 
how well men can extract this easily understood mes-
sage from the information available to them.

step 2: desCriptive analysis

The court allowed any product claim, short of pre-
venting or treating specific diseases, if it is accompa-
nied by the disclaimer, “This statement has not been 
evaluated by the Food and Drug Administration. 
This product is not intended to diagnose, treat, cure 
or prevent any disease” (FDA, 2000b). Mason and 
Scammon (2000) found that people often ignore the 
disclaimer and, hence, might believe that the FDA 
had approved the claim. Consumers who notice the 
disclaimer still might not understand its implications, 
perhaps assuming that the FDA can regulate dietary 
supplements as stringently as food (General Account-
ing Office [GAO], 2000).

Whether such problems are severe enough to un-
dermine people’s competency to make these choices 
is an empirical question. Eggers and Fischhoff (2004) 
addressed it by asking older men to think aloud as 
they read, in turn, four labels with increasing detail: 
(1) no health claim, beyond what was inferred from 
the product name on a green background; (2) an 
unqualified claim of “improving prostate health”; 
(3) the same health claim, qualified by the court- 
mandated disclaimer; and (4) full information, sum-
marizing decision- relevant evidence in a drug fact box 
(Schwartz, Woloshin, and Welch, 2009; Woloshin, 
Schwartz, and Welch, 2008). After reading each 
label, the respondents said whether they would use 
the product if they had BPH symptoms and for how 
long if the symptoms persisted. Given the respon-
dents’ extensive study of the materials, their choices 
after reading the fact box were treated as the ones 
that they should make. For 55%, that choice was to 
take saw palmetto.

The interview transcripts provide rich qualita-
tive detail regarding the respondents’ beliefs about 
supplements, labeling, and regulation. Most saw the 
health claim as advertising and the disclaimer as per-
functory (e.g., for liability protection). Many inter-
preted prostate health as referring to prostate cancer 
or sexual function. The (unqualified) health claim 
prompted many to offer higher estimates of positive 
effects than with full information. Adding the dis-
claimer decreased the product’s perceived efficacy for 
some respondents while increasing it for others, who 
gave explanations such as, the “FDA doesn’t believe 
in alternative medicine.” The full- information label 
sometimes increased judged side effects, sometimes 
reduced them. Almost all respondents said that they 
would check with their physicians should symptoms 

persist. Gades et al. (2005) found that about 50% of 
men with lower urinary tract symptoms seek medical 
treatment.

step 3: presCriptive analysis

Table 12.1 compares whether respondents should use 
saw palmetto with whether they said that they would 
use it after reading each label. With no claim, all those 
for whom the optimal choice is taking saw palmetto 
would miss its potential benefits (row 2). With the 
unqualified claim, most of them would use it (44% in 
row 1 vs. 11% in row 2), as would some for whom it 
was inappropriate (row 3). Adding the disclaimer to 
the unqualified claim reduces appropriate choices by 
discouraging some men who should try saw palmetto 
(row 1).

poliCy analysis

Table 12.1 predicts the distributions of outcomes with 
three policies, each embodied by a different label. 
The policy choice should depend on the weight that 
regulators assign to each cell. If they weight all cells 
equally, then they should prefer the unqualified claim, 
which produces the most appropriate choices (row 1 +  
row 4). They should prefer no claim, if mistakenly 
taking the product (row 3) is much worse than miss-
ing its potential benefits (row 2). They should never 
add the disclaimer, which is worse than the (some-
what misleading) unqualified claim.

Consumers are competent to make a decision if 
the distribution of outcomes under a policy falls 
within the regulators’ tolerances. Here, although the 
unqualified- claim label dominated the claim + dis-
claimer label, its outcomes would be acceptable only if 
the 77% correct choices (row 1 + row 4) outweighed 
the 22% incorrect ones (row 2 + row 3). Having 
11% take saw palmetto inappropriately seems of little 

Table 12.1 Predicted optimality of consumer choices with 
alternative saw palmetto labels

normative 
decision

predicted 
decision

label

Should  
use

Would  
use

No claim 
(%)

Unqualified  
claim (%)

Claim +  
disclaimer (%)

Yes Yes 0 44 27

Yes No 55 11 27

No Yes 0 11 13

No No 45 33 33

Note: the optimal decision (“should use”) reflects the choices of respondents who 
studied the full- disclosure label. Bold indicates appropriate decisions. see eggers 
and fischhoff, 2004, for details.
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consequence, given that almost all respondents said 
that they would see a doctor if symptoms persisted, 
thus reducing the opportunity costs of trying saw pal-
metto. Given its limited efficacy, not much is lost by 
having another 11% fail to give it a warranted try. By 
the same logic, even the confusing disclaimer might 
allow competent choices with this benign product 
and such moderately engaged, informed, and skepti-
cal consumers.

A product that might produce similar conclu-
sions is black cohosh, a supplement that might reduce 
menopausal symptoms. Its decision tree resembles 
that of figure 12.1, with the only major risks arising 
from delayed treatment. Behavioral research might 
reveal similar consumer competence, perhaps reflect-
ing heuristics like “Supplements are worth a try, but 
not for too long, if they’re not working” and “Tell 
your doctors what you’re taking, even if you expect 
them to be skeptical.” With other products, though, 
the disclaimer might exact a high price, if (as seen 
here) consumers ignore it, brush it off as perfunctory, 
or have it remind them about the possibilities of al-
ternative medicine. With most dietary supplements, 
the risks and benefits are unknown. Saw palmetto and 
black cohosh are unusual in that they have been stud-
ied enough to allow estimates of their effects.

Even if a label produces acceptable outcomes, pol-
icy makers need not accept it. Schwartz, Woloshin, 
and Welch (2009) found that most people can un-
derstand fact boxes that summarize the risks and 
benefits of possible treatments, like those used in the 
full- information label. Consumers are better served 
by policies that require providing the facts needed 
to make sound choices, rather than just claims and 
disclaimers that “work well enough” in forgiving situ-
ations. Developing such messages requires analytical 
and empirical research. It should not be left to intu-
ition, even that of well- intended jurists.

plan B morning- after pill: adolescents’ Competence to 
make reproductive decisions

poliCy Context

Plan B is an emergency contraceptive (EC) pill that 
reduces the probability of pregnancy if two doses are 
taken within 72 to 120 hours of unprotected sex (von 
Hertzen et al., 2002). In August 2000, the FDA ap-
proved the over- the- counter (OTC) sale of EC to 
women aged 18 and older in outlets that have ac-
credited pharmacies and avoid selling it to younger 
women. In 2003, the drug’s manufacturer, Barr Phar-
maceuticals, petitioned the FDA to approve OTC 
status for all women in less- restricted outlets. Such 
approval required demonstrating the drug’s safety 

and efficacy without physician supervision (Pub. L.  
No. 82- 215, 65 Stat. 648, 1951). The producer sub-
mitted clinical trial data, along with behavioral evi-
dence regarding label comprehension and use, under 
simulated OTC conditions. An advisory panel (Sher-
man, 2004) recommended OTC status by a vote of 
23 to 4 (FDA, 2003). However, the FDA’s Center for 
Drug Evaluation and Research (CDER), which gov-
erns prescription- to- OTC switches, denied approval 
(FDA, 2004). In his explanatory note, CDER’s act-
ing director objected to extrapolating behavioral data 
from older adolescents to ones under 16, who might 
exhibit “impulsive behavior, without the cognitive 
ability to understand the etiology of their behavior” 
(GAO, 2005, p. 46). He also expressed concern about  
“the potential impacts that the OTC marketing of 
Plan B would have on the propensity for younger 
adolescents to engage in unsafe sexual behaviors due 
to their possible lack of cognitive maturing compared 
to older adolescents” (GAO, 2005, p. 5).

The parties to this rule making invoked oppos-
ing theories of teen decision- making competence. 
Critics of OTC status predicted that making Plan B 
more available would encourage unprotected inter-
course, with teens knowing that they can still prevent 
pregnancy— so that Plan B becomes Plan A. Sexually 
transmitted infections (STIs) would then increase, 
even if unplanned pregnancies did not. Some critics 
worried about increased intercourse among unmar-
ried teens per se, an outcome with no status under the 
law (FDA, 2003). In contrast, proponents of OTC 
status argued that teens were sufficiently competent 
as decision makers that they would not only maintain 
their current contraceptive practices but also make 
better choices given the additional option. These ad-
vocates also predicted that reducing unintended preg-
nancies would reduce abortions.

step 1: normative analysis

The deliberations over Plan B addressed two deci-
sions within FDA’s statutory public health mission: 
how adolescents choose to protect themselves against 
(1) unwanted pregnancy and (2) STIs. Some panel 
members seemingly considered decisions outside the 
statutes: whether adolescents have sex and abortions. 
Figure 12.2 analyzes one decision whose options 
and outcomes clearly fall within the FDA’s mandate: 
whether women use Plan B after suspected contra-
ceptive failure. Krishnamurti, Eggers, and Fischhoff 
(2008) provide additional details on this choice and 
two others: whether women have sex and what pro-
tection they use, if they do.

Predicting the outcomes in these normative analy-
ses is generally straightforward, because the health 
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outcomes are often well studied. Evaluating the out-
comes is more difficult. Some outcomes are valued 
similarly by most women and hence might be assessed 
with standard utility measures; others depend on the 
woman facing them. In some life situations, women 
find unplanned pregnancies enormously disruptive; 
others take them in stride. Some women view preg-
nancies avoided by Plan B as abortion; others do not. 
Teen (or unmarried) sex is acceptable to some people, 
sinful to others. These normative analyses used the 
values of the women making them. Decisions optimal 
for them might be unacceptable to people with differ-
ent values (e.g., regarding the morality of extramarital 
sex or various birth- control options).

step 2: desCriptive analysis

Krishnamurti, Eggers, and Fischhoff conducted (2008)  
semistructured, open- ended interviews with 30 adoles-
cents from high- risk populations whose ages straddled 
16 years old (critical to the FDA’s decision). The in-
terviews followed a mental- models protocol (Morgan  
et al., 2001), which directs respondents increasingly 
toward issues in the normative analysis. Such inter-
views have the statistical power to reveal large group 
differences. Their results guide the design of struc-
tured surveys suited to larger samples (which con-
firmed the results reported here).

As with any other study, the results of these inter-
views should be interpreted in the context of general 
scientific knowledge. In this case, a broad summary 
(Fischhoff, 2008; Reyna and Farley, 2006) might be 
that, by the midteen years, most adolescents have 
roughly the cognitive decision- making skills of adults. 
The GAO (2005) noted that the FDA’s Plan B deci-
sion departed from earlier rulings, consistent with re-
search, that had found it “scientifically appropriate to 

extrapolate data from older to younger adolescents” 
(p. 5).

Whatever their skills, teens’ knowledge of a 
topic depends on their opportunities to learn about 
it through exposure to information (e.g., instruc-
tion, media, word- of- mouth) and experience. Krish-
namurti, Eggers, and Fischhoff found that their re-
spondents generally said that they (1) knew about 
Plan B; (2) would not use it as their primary birth- 
control method (usually citing discomfort or cost); 
(3) would consider it if they suspected an unplanned 
pregnancy; (4) saw barriers to access that expanded 
OTC status would reduce; and (5) had considered 
whether Plan B constituted abortion. Based on these 
accounts, Krishnamurti, Eggers, and Fischhoff con-
cluded that expanded OTC status would not affect 
the sexual behavior or the choice of primary birth- 
control method; however, it would increase Plan B 
use when needed. They also found considerable con-
fusion about the timing of usage, with more teens un-
derestimating the effective period. The only observed 
difference between teens over and under 16 was that 
younger teens saw greater costs and fewer benefits 
with Plan B and hence were less likely to use it.

step 3: presCriptive analysis

Based on these interviews, expanded OTC availability 
would affect only one decision: Plan B use after un-
protected sex. Therefore, it would allow some young 
women to achieve a desired end that is currently un-
feasible. Although the teens’ decision- making pro-
cesses were thoughtful, they were not always well 
informed, particularly regarding Plan B’s effective pe-
riod. Women who underestimate its effectiveness will 
not receive the full benefit from greater availability. 
Those who overestimate it will not receive the ben-
efits that they expect.

poliCy analysis

In terms of the health outcomes in the FDA’s regu-
latory mandate, these results suggest that expanded 
OTC availability dominated limited availability: 
There should be fewer unplanned pregnancies, with 
no changes in other health effects. The largest gap 
in teens’ knowledge, the period of EC effectiveness, 
should not be hard to close with a suitable commu-
nication channel. Emotion might, in principle, un-
dermine the cognitive competencies seen here (and 
in other studies). In practice, though, it seems that 
OTC availability should reduce emotional pressure in 
the one decision where EC seems to play a role: deal-
ing with unplanned, unprotected sex.

Going beyond the FDA’s mandate allows the con-
sideration of abortion- related issues. In the study, 
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Do not use plan B

Use plan B

Use plan B
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plan B within 72 hrs
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Use plan B
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Does not
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12.2. Decision tree for women considering the use of 
emergency contraception, contingent on suspecting 
failure of contraceptive method.
(redrawn from Krishnamurti, Eggers, and Fischhoff, 2008)
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most respondents who were opposed to abortion 
thought that Plan B was used too soon after inter-
course to constitute abortion. For them, expanded 
availability would allow more optimal choices. That 
conclusion should be rejected by individuals who op-
pose abortion and place conception at intercourse. 
They should fault such teens’ beliefs (about how Plan 
B works), but not their cognitive abilities.

Carotid endarterectomy: medical informed Consent

poliCy Context

In the United States, roughly half of the states hold 
physicians to a materiality standard when securing 
informed consent. That is, they must ensure that pa-
tients understand all of the facts material to the deci-
sion. (The other states have a professional standard, 
requiring adherence to common practice.) That stan-
dard implies a normative analysis— ordering informa-
tion by its materiality— that dictates when physicians 
can stop communicating because they have conveyed 
all that patients need to know. Having that standard 
should provide some protection against unfair legal 
judgments when things go wrong and patients claim 
that they were not adequately informed. Merz et al. 
(1993) offered an approach to formalizing the mate-
riality standard, which they illustrate with a common 
surgical procedure whose large risks and benefits have 
engendered extensive research on expected outcomes.

Carotid endarterechtomy, scraping out the artery 
to the brain, can reduce the risk of stroke for patients 
with atherosclerosis. However, many things can go 
wrong, ranging from death and iatrogenic strokes to 
headaches and broken teeth. Some risks are specific to 
the procedure; others are those of major surgery. The 
full list is a lot to consider when facing difficult trade-
offs between these risks and the expected benefits of 
treating a life- threatening illness. Informed consent 
is a vague policy that does not specify what patients 
need to know.

step 1: normative analysis

This method creates hypothetical patients for whom 
surgery would be the optimal choice were there no 
risks (and were money no object). These patients vary 
in their physical condition, as represented by prob-
ability distributions over possible outcomes, and in 
their personal values, as represented by utility distri-
butions over the outcomes. Patients are created by 
sampling values from these distributions (with the 
simplifying assumption of independence in this appli-
cation). The expected utility of surgery is calculated 
for each such patient, ignoring all risks. It is positive, 
given how the population is created. The expected 

utility is then recalculated, incorporating knowledge 
of each possible side effect. A side effect’s materiality 
is defined as how often it gives the surgery negative 
expected utility, so that it is no longer recommended.

Merz et al. found that only three side effects 
should matter to many of these simulated patients: 
about 15% should decline surgery if told of the risk 
of immediate death; another 5% if told of the risk of 
iatrogenic stroke; and 3% more if told of the risk of 
facial paralysis. Learning about other risks would tip 
the scales for very few patients.

step 2: desCriptive analysis

Because few candidates for this surgery have faced it 
before, they cannot be expected to have authorita-
tive risk information. As a result, Merz et al. (1993) 
conducted no behavioral research, assuming that all 
information would have to be conveyed. This strategy 
would be flawed if patients held strong beliefs about 
other risks that communications about the three focal 
risks would ignore (Downs, Bruine de Bruin, and Fis-
chhoff, 2008). In cases where there are many material 
facts, assessing current beliefs allows identifying those 
that go without saying— and can be skipped in favor 
of new ones.

step 3: presCriptive analysis

Thus, effectively conveying the three major side ef-
fects would keep 15%– 20% of these potential patients 
from undergoing surgery that is suboptimal for them 
(because its risks outweigh its benefits). Based on risk- 
communication research (Fischhoff, 2009; Schwartz 
et al., 2009), that task seems manageable. Each criti-
cal side effect involves a fairly familiar event (death, 
stroke, facial paralysis) with a fairly large probability 
(not, say, 1 in 46,000). Thus, it should be possible to 
afford patients the knowledge needed for competent 
decision making. A greater prescriptive challenge may 
be helping patients to be rational enough to take ad-
vantage of that information. The empirical- analytical 
question is how sensitive these choices are to imper-
fect information integration (von Winterfeldt and Ed-
wards, 1986).

poliCy analysis

If the materiality standard is implemented in this way, 
the duty to inform is fulfilled once the three critical 
side effects are communicated. Doing so absolves 
physicians of responsibility for suboptimal choices that 
reflect poor information integration rather than poor 
understanding. Focusing communication on the most 
material facts should improve patients’ information 
integration by protecting them from full- disclosure 
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practices that drown them in immaterial facts. Full 
disclosure is needed to perform the analyses that iden-
tify the critical risks (and to ensure that nothing is 
hidden); however, forcing patients to sort through all 
the details can undermine their competence.

Materiality analysis can also help to implement 
research- funding policies by assessing the value of 
potential results for patient decision making. Those 
analyses could help patients decide whether to wait 
for clinical trial outcomes.

methylene Chloride– Based paint stripper:  
Consumer Competence to make decisions Created by 
voluntary self- regulation

poliCy Context

In the mid- 1990s, the International Agency for Re-
search on Cancer declared the solvent methylene 
chloride a probable carcinogen. Methylene chloride 
also gives off carbon monoxide, which can cause heart 
attacks in confined spaces. One use of the solvent with 
no clear substitute is that of stripping paint. Although 
industrial users might be required to take protective 
measures (e.g., ventilating hoods, respirators), home 
users must protect themselves. If they can, then it is 
safe to leave the paint stripper on the market. That de-
pends on their competence to make decisions about 
how to use the product and about whether it has ac-
ceptable risks relative to its benefits.

step 1: normative analysis

Riley et al. (2001) characterized consumers’ health 
risks with an analysis sensitive to their usage patterns. 
It predicted consumer exposures based on physical 
principles (e.g., air circulation, chemistry), whose in-
teractions had been calibrated under laboratory con-
ditions, and on the effects of actions that users might 
decide to take (e.g., open windows, wait in corner 
while stripper is curing). The analysis created a supply 
curve, sorting the actions in decreasing order of mar-
ginal effectiveness for reducing exposure. That order 
is the logical one for adopting risk- control measures 
(assuming similar costs). The analysis found that for 
many jobs (varying in room size, duration, etc.), con-
sumers could greatly reduce their risks by deciding to 
implement two simple actions: opening a window and 
having a fan blow outward.

step 2: desCriptive analysis

Interviews with paint- stripper users found that they 
(1) were motivated to use control measures, (2) could  
easily understand the two key measures, and (3) seemed  

realistic about their ability to execute them (e.g., “I’m 
not going to open a window in the winter, however 
bad the fumes”). However, those actions were suf-
ficiently unintuitive that consumers needed to have 
them explained. For example, without instruction, 
many would have had the fans blow inward, in order 
to feel the airflow, not realizing that internal circula-
tion left concentrations of the chemical unchanged. 
Many also reported choosing actions whose ineffec-
tiveness could be easily explained (e.g., gloves get 
ruined because the solvent dissolves them; fumes dif-
fuse, so do not bother crossing the room while the 
solvent cures). Thus, users appeared competent to 
make sound choices when provided with the relevant 
information.

step 3: presCriptive analysis

In lieu of in- home observation of consumers’ usage 
decisions, Riley et al. (2001) estimated the exposures 
for users who understood and conscientiously fol-
lowed everything they read but who had read differ-
ent labels and reading patterns (e.g., just the instruc-
tions, just the warnings, just the bolded material, just 
the first five items). The analyses found wide variation 
in exposures across labels and reading patterns. Some 
labels provided useful information whatever the read-
ing strategy; some had contained no information on 
reducing exposures. Thus, consumers are competent 
to make sound usage decisions if they receive relevant 
information about how to use the product. Without 
that information, they cannot know what risks they 
are taking or whether to use the product. Predictions 
of actual label- reading behavior and the resultant risk 
levels could use direct observation or general patterns 
(Wogalter, 2006).

poliCy analysis

Flawed communications limit otherwise competent 
consumers’ ability to make effective choices. As a 
result, they may purchase unduly risky products and 
use them in needlessly risky ways, or, consumers may 
forego useful products and take needless precautions. 
When a product’s risks and benefits depend on how it 
is used, its label is as much a part of the product as are 
its physical constituents. Regulators should want to 
know what consumers take away from labels, so that 
they can ensure proper protections. Producers should 
want the same knowledge, so that they can help con-
sumers get the greatest value from their products and 
defend themselves against charges of failing to fulfill 
their duty to inform. Individual firms produced the 
labels in this study. The great variation in the value of 
the information that they provided (and the associated 



Questions of CompetenCe   •   225

risks) suggests that such voluntary self- regulation was 
inadequate.

Cryptosporidium: Consumer Competence to Cope with a 
Contamination emergency

poliCy Context

Cryptosporidium is a common protozoan parasite 
that has mammalian hosts and can infect public water 
supplies, typically through uncontrolled sewage dis-
charges and fecally contaminated runoff after heavy 
storms (e.g., from feedlots, deer). Typical water 
treatment systems cannot fully remove or deactivate 
it. Symptoms, which appear 1 to 7 days after expo-
sure, include nausea, vomiting, diarrhea, cramps, and 
low fever. Although cryptosporidiosis has no medical 
cure, most infected individuals recover, many without 
exhibiting symptoms. However, the disease, which at-
tacks the liver, can be fatal to immunocompromised 
individuals (e.g., those with AIDS). Water and public 
health authorities have a duty to inform consumers so 
that they can make competent water- usage decisions, 
namely when and how to use boiled or bottled water.

step 1: normative analysis

Casman et al. (2000) created a model predicting the 
health effects of a Cryptosporidium intrusion. The 
model includes inputs from microbiology (dose- 
response relationships), civil engineering (filtration, 
testing), ecology (upstream land use), communica-
tion research (dissemination of “boil water” notices), 
and psychology (perceived risk, actual response). It 
allows assessing of when consumers are competent 
to make water- usage decisions under the conditions 
created by different intrusion scenarios. Among other 
things, it examines how quickly they receive messages, 
how adequately they boil water, and how much they 
rely on personal testing (which has little value).

step 2: desCriptive analysis

The model uses estimates from observational studies 
of consumers’ water- use decisions in past intrusions, 
which have found that people often use improperly 
treated water. New interviews found that the main 
sources of these poor decisions were ignorance (about 
how to boil water well enough to destroy the para-
site) and suspicion (about how seriously to take warn-
ings). Both the procedures and the context are simple 
enough that it should be possible to explain them 
well enough to allow most people to make competent 
choices. As a result, the competence of consumers to 

choose depends on whether they get sound messages 
in time to act.

step 3: presCriptive analysis

The model was used to predict health effects under 
the conditions created by plausible intrusion scenar-
ios that differed, for example, in how long it took to 
detect and repair problems. One set of simulations 
examined the effects of ensuring that all consumers 
received sound messages as soon as an intrusion was 
established. Such communication was found to have 
no effect, a result that was traced to Cryptosporidium 
testing procedures being too slow for messages to ar-
rive in time to prevent exposures. As a result, relying 
on “boil water” notices ensures suboptimal choices by 
individuals who could be competent given the right 
information.

poliCy analysis

In this case, the analysis revealed an inherent flaw in 
a standard policy, relying on consumer decision mak-
ing to manage risks— a faith that deflects attention 
from other possible policies. One other possibility is 
improving the speed of detection, so that officials can 
provide timely warning. Another possibility is reduc-
ing the risk, through better land use or water purifica-
tion. A third possibility is routinely providing highly 
vulnerable populations with safe water. Repeated with 
contaminants allowing rapid detection (e.g., some 
E. coli strains), the analysis might reveal that timely, 
comprehensible warnings would allow effective con-
sumer decision making. Consumers should not be 
blamed for negative outcomes when they cannot help 
themselves.

emergency evacuation: Citizen Competence to make 
voluntary decisions

poliCy Context

Mass emergencies can be defining moments for a 
society (Boin et al., 2005), ones in which leaders’ 
decision- making competence will be examined in-
tensely. One aspect of that examination will be how 
their actions affected their citizens’ decision making. 
Were citizens afforded the information needed to 
make effective choices? Did they have the resources 
needed to act on that information? Were they treated 
like competent adults? Was martial law imposed when 
they could have managed without it?

Emergency plans must make some assumptions 
about the public’s decision- making competence 
under stressful conditions. One such class of hazards 
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is terror attacks with contaminating materials, such 
as radioactive dispersion devices (RDDs), or dirty 
bombs. RDDs use ordinary explosives to spread ra-
dioactive materials, causing immediate casualties from 
the blast, long- term casualties from radiation poison-
ing, and potentially great social and economic costs. 
The extent of that disruption will depend on their 
leaders’ perceived competence, which will, in turn, 
depend on how well those leaders assess their public’s 
competence. If they expect too much, then the public 
will be denied needed protection. If they expect too 
little, the public will be denied deserved freedom.

step 1: normative analysis

Dombroski and Fischbeck (2006) and Dombroski, 
Fischhoff, and Fischbeck (2006) developed a general  
model for predicting the health effects of RDD at-
tacks, with one predictor being citizens’ decisions 
about evacuating or sheltering in place. The model 
incorporates features from research into explosive im-
pacts, aerosol dispersion, traffic flows, dose- response 
relationships, and so on. Choosing values for the 
model parameters (e.g., location, time of day, explo-
sive force, contaminant, weather) produces attack sce-
narios specific enough to predict morbidity and mor-
tality (from which economic and social effects might 
be predicted). For public health officials, the optimal 
response minimizes those health effects. One key de-
cision is whether to recommend evacuation or shel-
tering in place. For individual citizens, the optimal 
response minimizes those risks, subject to other con-
cerns (e.g., protecting family members, helping co-
workers, demonstrating resilience). For them, one key 
decision is whether to follow that recommendation.

step 2: desCriptive analysis

Estimates for most model parameters were taken from 
the research literature. However, although there are 
many studies of emergency behavior, they are rarely 
in model- ready form. Therefore, judgments of the  
model’s behavioral parameters were elicited from 10 
social science experts and 36 local disaster specialists. 
These experts predicted the behavior for variations 
of a scenario involving a 10- kilogram Cs- 137 RDD 
exploded at Pittsburgh’s USX Tower at 10 a.m. on 
a summer weekday. Their judgments included the 
percentages of citizens complying with instructions 
to evacuate or shelter in place when at home and at 
work. These experts generally agreed about the citi-
zens’ decisions. Consistent with historical experience, 
although not with popular myth (Tierney, Lindell, 
and Perry, 2001; Wessely, 2005), the experts ex-
pected no panic. Instead, they expected most people 

to follow the instructions, with higher rates for shel-
tering at home and evacuating from work.

step 3: presCriptive analysis

Incorporating the experts’ judgments in the model 
revealed that for this scenario, the predicted rates of 
compliance with official instructions (60%– 80%) are 
good enough to minimize the health effects. Enough 
people would shelter in place to keep the roads open 
enough to allow first responders to treat those injured 
in the blast while not trapping evacuees in a radio-
active cloud. Little would be gained by making the 
recommendation compulsory.

poliCy analysis

These results suggest that citizens are competent 
enough to make choices that achieve generally op-
timal outcomes. Thus, voluntary compliance should 
satisfy a consequentialist regulatory philosophy. It 
should have additional procedural value for demon-
strating faith in the public compared to compulsory 
policies, like martial law. That value underlies the 
commitment to “keep the public fully informed— tell 
what we know, tell what we don’t know, and tell it 
often.  .  .  . Maintain credibility and public trust, by 
providing accurate, science- based information” (De-
partment of Health and Human Services, 2006). Pro-
ducing and disseminating useful information is one 
way to earn trust.

Strategies for Competence Assessment

reprise

More or less the same kinds of (ordinary) people with 
more or less the same general decision- making skills 
were involved in each of these examples. Yet, their 
competence emerges differently in each, depending 
on the difficulty of the choice and the adequacy of 
others’ attempts to fulfill a duty to inform. Norma-
tive, descriptive, and prescriptive analyses allowed 
evaluation of the proposed policies in terms of how 
well they fit the competence that individuals bring to 
them and to design better ones.

According to these analyses:
With saw palmetto, the policy of allowing any 

nonhealth claim if accompanied by a court- mandated 
disclaimer created decisions that consumers were 
competent to make despite the disclaimer’s flaws, as 
a result of the product being benign and the consum-
ers being skeptical. Taking saw palmetto should not 
hurt them or lead them to delay medical care too 
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long. The disclaimer’s main impact was leading some 
consumers to forego a product that might help them. 
With other products and consumers, the policy might 
have much worse effects.

With Plan B, young women should be competent 
to make the decisions created by the policy of ex-
panded OTC availability. It should help them to avoid 
unwanted pregnancies without violating their abortion 
views. Expanded availability should not affect their de-
cisions about sexual behavior or contraceptives.

With carotid endarterechtomy, most patients 
should be competent to make the decisions created 
by a policy of focusing patient briefings on the most 
material facts. In states with a materiality standard, 
conveying those few, simple facts might allow physi-
cians to claim to have secured informed consent.

With methylene chloride paint stripper, most con-
sumers would not be competent to make the decisions 
created by the current policy of allowing producers to 
design their own labels. However, the critical facts are 
simple: decide to use the product only if you can have 
a fan blow outward through an open window. Thus, 
a policy that mandated labels with that information 
should allow competent choices.

With Cryptosporidium, consumers are not compe-
tent to make water usage decisions under the condi-
tions created by a policy of relying on them to pro-
tect themselves because critical information will not 
arrive in time. In effect, such a policy asks consumers 
to do the impossible whatever their decision- making 
skills. It might allow them to make competent choices 
about contaminants if faster testing were available.

With the RDD scenario, citizens are competent to 
decide whether to obey recommendations to evacuate 
or shelter in place. Trusting that competence should 
enhance citizens’ trust in their authorities. Thus, a 
policy of making clear recommendations should dom-
inate draconian policies like martial law.

organizing for assessing (and improving)  
decision- making Competence

Sweeping claims about decision- making competence 
cannot do justice to the diversity of decisions and 
decision makers. Blanket claims of competence leave 
some people without needed protections, and blan-
ket claims of incompetence deprive some of deserved 
freedoms. Blanket claims create the temptation of 
working backward from desired policies to the behav-
ioral assumptions that justify them. An incompetent 
public suits those who favor strong regulations and 
technocratic management. A competent public suits 
those who favor free markets and participatory pro-
cesses. A disciplined approach, combining empirical 

and analytical research, is needed to determine the 
legitimacy of such policies.

Executing this approach to assessing (and improv-
ing) decision- making competence requires an inter-
disciplinary team, with

1. Subject- matter experts, who are able to identify 
the decision options and characterize the processes 
determining their effects;

2. Decision analysts, who are able to estimate the 
risks and benefits of those options, showing the 
facts most relevant to decision making— and 
competence;

3. Social scientists, who are able to assess decision 
makers’ beliefs and values, guide attempts to en-
hance competence, and evaluate their success; and

4. Designers, who are able to implement measures 
that achieve theoretically possible competence.

Assembling such a team requires leadership. Often, 
policy- making organizations are dominated by experts 
from one field who have little interest in collaborating 
with others. They may want to avoid sharing scarce 
resources. They may not recognize the limits to their 
own expertise. When such organizations expand, they 
face the challenge of evaluating unfamiliar expertise. 
If they cannot tell what “good” is and select poor rep-
resentatives of another field, they may both get poor 
advice and devalue that field.

Once present, these experts must be coordinated. 
A strong team will accept ideas from anyone; how-
ever, it must assign responsibility for each task to the 
appropriate experts. Subject- matter experts can best 
predict the outcomes that concern decision makers, 
but social scientists are needed to assess what the ef-
fects of those outcomes will be. Subject- matter ex-
perts will know which facts are central to their pro-
fessional community, but decision analysts are needed 
to determine their relevance. System designers will 
know how to get messages out, but social scientists 
are needed to determine how well their content is ab-
sorbed. Social scientists will know how difficult the 
tasks are, but decision analysts are needed to assess 
how sensitive the decisions are to those effects.

Once assembled and coordinated, the 
competence- assessment team must be integrated 
into the policy- making process. Figure 12.3 shows 
an organizational model with that goal. Taken from 
the quasi- governmental Canadian Standards Associa-
tion (1997), it is consistent with recommendations 
from Her Majesty’s Treasury (2005), the National 
Research Council (1996), and the Presidential/
Congressional Commission on Risk Assessment and 
Risk Management (1997), among other bodies. The 
center of the figure depicts a standard policy- making 
process, unusual only in that it evaluates each stage 
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before proceeding to the next (with the implicit possi-
bility of never finishing). Notably, each stage requires 
two- way risk communication. For example, the initia-
tion stage entails experts learning which issues matter 
to those whom a policy affects and telling them how 
those issues will be addressed. These communications 
might be direct or indirect, with social researchers so-
liciting views and conveying results.

Such a process allows considering decision- making 
competence early enough to shape the design of poli-
cies and allow midcourse corrections. It invites re-
cruiting the kinds of expertise needed to make the 
work behaviorally realistic in its assumptions about 
individuals’ ability to secure, comprehend, and use 
information and analytically sound in its sensitivity to 
the heterogeneity in people’s abilities and decisions. 
Without such integrated expertise, it is impossible to 
do justice to individuals’ needs and limitations and to 

create policies that afford them as much autonomy as 
they want and can handle.
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Chapter 13

If Misfearing Is the Problem, Is 
Cost- Benefit Analysis the Solution?
Cass R. sunstein

Many people have argued for cost- benefit analysis 
on economic grounds. In their view, a primary goal 
of regulation is to promote economic efficiency, and 
cost- benefit analysis is admirably well suited to that 
goal. Arguments of this kind have been met with sharp  
criticism from those who reject the efficiency cri terion 
or who believe that in practice, cost- benefit ana lysis is 
likely to produce a kind of regulatory para lysis (“pa-
ralysis by analysis”) or to represent a bow in the direc-
tion of well- organized private groups.

In this chapter, I offer support for cost- benefit anal-
ysis not from the standpoint of conventional econom-
ics, but on grounds associated with cognitive psychol-
ogy and behavioral economics. My basic suggestion is 
that cost- benefit analysis is best defended as a means 
of responding to the general problem of misfearing, 
which arises when people are afraid of trivial risks and 
neglectful of serious ones. For the purposes of law and 
policy, the central points are twofold. First, predict-
able problems in individual and social cognition lead 
citizens and representatives to misfear. Second, mis-
fearing plays a substantial role in public policy, in part 
because of the power of self- interested private groups 
and in part because of the ordinary political dynam-
ics. When misallocations of public resources result 
from misfearing and associated problems, cost- benefit 
analysis can operate as a corrective. Thus understood, 
cost- benefit analysis is a way of ensuring better prior-
ity setting and of overcoming predictable obstacles to 
desirable regulation.

Of course much of the controversy over cost- 
benefit analysis stems from the difficulty of specify-
ing, with particularity, what that form of analysis en-
tails. An understanding of misfearing cannot support 
any particular understanding of cost- benefit analysis. 
Certainly I do not mean to embrace the controversial, 
and indeed implausible, proposition that all regula-
tory decisions should be made by aggregating pri-
vate willingness to pay, as if economic efficiency is or 
should be the goal of all regulation. I will attempt 

instead to provide a defense of cost- benefit analysis, 
rooted in cognitive considerations, that is agnostic on 
large issues of the right and the good and that should 
be able to attract support from people with diverse 
theoretical commitments or with uncertainty about 
the appropriate theoretical commitments.

Misfearing and the Public Demand  
for Regulation

When people fall prey to misfearing, why, exactly, do 
they do so? I shall offer several answers, but it will 
be helpful to orient those answers under a simple 
framework. A great deal of recent work has stressed 
two families of cognitive operations in the human 
mind, sometimes described as System I and System 
II, through which risky activities and processes are 
evaluated. System I is fast, associative, and intuitive; 
System II is more deliberative, calculative, slower, 
and analytic. The two systems may well have differ-
ent locations in the brain. But the distinction between 
the two systems is useful whether or not identifiable 
brain sectors are involved. The central point is that 
people have immediate and often visceral reactions 
to persons, activities, and processes, and the immedi-
ate reaction operates as a mental shortcut for a more 
deliberative or analytic assessment of the underlying 
issues. Sometimes the shortcut can be overridden, or 
corrected, by System II. For example, System I might 
lead people to be terrified of flying in airplanes or of 
large dogs, but System II might create a deliberative 
check, ensuring an eventual conclusion that the risks 
are trivial.

My suggestion here is that misfearing is often a 
product of System I and that cost- benefit analysis 
can operate as a kind of System II corrective, ensur-
ing that people have a better sense of what is actu-
ally at stake. Of course System II can itself go badly 
wrong: the analysis of effects may be erroneous, and 
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the translation of risks into monetary equivalents cre-
ates many problems. It would be foolish to contend 
that System II is error free. The only claims are that 
System I is prone to make systematic errors, that 
those errors produce misfearing, and that an effort to 
assess the costs and benefits of risk reduction, if done 
properly, will operate as a helpful constraint.

These points work most naturally for individual 
judgments. If people are afraid of flying and if they 
are not afraid of smoking cigarettes, a kind of in-
formal cost- benefit analysis might help. The politi-
cal process is hardly a simple reflection of System I, 
even in the most responsive democracies. When a 
legislature or administrative agency is moved to act, 
a complex dynamic is responsible, and the dynamic 
prominently includes the activities of self- interested 
private groups with strong incentives to obtain rel-
evant information. When the public demand for law 
produces excessive reactions to small risks (Sunstein, 
2002), legal rules must surmount a series of barriers 
to ill- considered public action. Nonetheless, it is clear 
that public misfearing, often bred by self- interested 
or altruistic private groups, helps to produce signifi-
cant misallocations of public resources (for examples, 
see Sunstein, 2002). To the extent that misfearing is 
a result of social interactions and political influences, 
and to the extent that misallocations are a product of 
a multitude of factors, the argument for cost- benefit 
analysis is strengthened rather than weakened.

These claims raise an immediate question: What, 
exactly, is cost- benefit analysis? For the moment, let 
us understand that approach to require regulators to 
identify, and to make relevant for purposes of deci-
sion, the good effects and the bad effects of regulation 
and to quantify these as much as possible in terms of 
both monetary equivalents and life- years saved, hos-
pital admissions prevented, workdays gained, and so 
forth. Let us also assume that cost- benefit analysis can 
accommodate distributional factors, by, for example, 
giving special weights to adverse effects on disadvan-
taged social groups. How might cost- benefit analysis 
help to correct the problem of misfearing?

the availability heuristic

The first problem is purely cognitive: the use of the 
availability heuristic in thinking about risks (Noll and 
Krier, 1990). It is well- established that people tend 
to think that events are more probable if they can re-
call an incident of its occurrence.1 Consider, for ex-
ample, the fact that people typically think that more 
words on any given page will end with the letters ing 
than have n as the second- to- last letter (though a 
moment’s reflection shows that this is not possible) 
(Tversky and Kahneman, 1983). With respect to risks, 

judgments are typically affected by the availability 
heuristic, so that people overestimate the number of 
deaths from highly publicized events (motor- vehicle 
accidents, tornados, floods, botulism) but underesti-
mate the number from less publicized sources (stroke, 
heart disease, stomach cancer) (Baron, 1994, p. 218). 
Similarly, much of the concern with nuclear power 
undoubtedly stems from its association with memo-
rable events, including Hiroshima, Chernobyl, and 
Three- Mile Island.

Consider in this regard a cross- national study 
of perceptions of risk associated with terrorism and 
SARS (Feigenson, Bailis, and Klein, 2004). Americans 
perceived terrorism to be a far greater threat, to them-
selves and to others, than SARS; Canadians perceived 
SARS to be a greater threat, to themselves and to oth-
ers, than terrorism. Americans estimated their chance 
of serious harm from terrorism as 8.27%, about four 
times as high as their estimate of their chance of seri-
ous harm from SARS (2.18%). Canadians estimated 
their chance of serious harm from SARS as 7.43%, 
significantly higher than their estimate for terrorism 
(6.04%). Notably, the figures for SARS were unrealis-
tically high, especially for Canadians; the best estimate 
of the risk of contracting SARS, based on Canadian 
figures, was .0008% (and the chance of dying as a re-
sult less than .0002%). For obvious reasons, the ob-
jective risks from terrorism are much harder to calcu-
late, but if it is estimated that the United States will 
suffer at least one terrorist attack each year with the 
same number of deaths as on September 11, the risk 
of death from terrorism is about .001%— a speculative 
number under the circumstances, but not an implau-
sible place to start.

What accounts for the cross- national difference 
and for the generally exaggerated risk perceptions? 
The availability heuristic provides a large part of the 
answer. In the United States, risks of terrorism have 
(to say the least) received a great deal of attention, 
producing a continuing sense of threat. But there 
have been no incidents of SARS, and the media cover-
age has been limited to events elsewhere— producing 
a degree of salience, but one far lower than that asso-
ciated with terrorism. In Canada, the opposite is the 
case. The high degree of public discussion of SARS 
cases, accompanied by readily available instances, pro-
duced an inflated sense of the numbers— sufficiently 
inflated to exceed the same numbers from terrorism 
(certainly a salient risk in Canada, as in most nations 
post– 9/11).

To the extent that people lack information or base 
their judgments on mental shortcuts that produce er-
rors, a highly responsive government is likely to blun-
der. Indeed, private groups often enlist availability, 
emphasizing an incident that is supposed to be taken as 
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representative of a much larger problem. Cost- benefit 
analysis is a natural corrective, above all because it 
focuses attention on the actual effects of regulation, 
including, in some cases, the existence of surprisingly 
small benefits from regulatory controls. To this ex-
tent, cost- benefit analysis should not be taken as un-
democratic, but, on the contrary, should be seen as 
a means of fortifying (properly specified) democratic 
goals by ensuring that government decisions are re-
sponsive to well- informed public judgments.

aggravating social influences: informational and  
reputational Cascades

The availability heuristic does not, of course, oper-
ate in a social vacuum. It interacts with emphatically 
social processes, and in particular with informational 
and reputational forces (Kuran and Sunstein, 1999). 
When one person says, through words or deeds, that 
something is or is not dangerous, he creates an in-
formational externality (Caplin and Leahy, 1998). A 
signal by some person A will provide relevant data to 
others. When there is little private information, such a 
signal may initiate an informational cascade, with sig-
nificant consequences for private and public behavior, 
and often with distorting effects on regulatory policy 
(Kuran and Sunstein, 1999, p. 720).

Imagine, for example, that A says that abandoned 
hazardous waste sites are dangerous, or that A ini-
tiates protest activity because such a site is located 
nearby. B, otherwise skeptical or in equipoise, may 
go along with A; C, otherwise an agnostic, may be 
convinced that if A and B share the relevant belief, 
the belief must be true; and it will take a confident 
D to resist the shared judgments of A, B, and C. The 
result of this set of influences can be social cascades, 
as hundreds, thousands, or millions of people come 
to accept a certain belief simply because of what they 
think other people believe (Hirschleifer, 1995). There 
is nothing fanciful about the idea. Cascade effects 
help account for the existence of widespread public 
concern about abandoned hazardous waste dumps 
(a relatively trivial environmental hazard), and they 
spurred grossly excessive public fears of the pesticide 
Alar, of risks from plane crashes, and of dangers of 
shootings in schools in the aftermath of the murders 
in Littleton, Colorado. Such effects helped produce 
massive dislocations in beef production in Europe in 
connection with “mad cow disease”; they have also 
spurred European fear of genetic engineering of food.

On the reputational side, cognitive effects may be 
amplified as well. If many people are alarmed about 
some risk, you may not voice your doubts about 
whether the alarm is merited simply not to seem ob-
tuse, cruel, or indifferent. And if many people believe 

that a certain risk is trivial, you may not disagree 
through words or deeds, lest you appear cowardly or 
confused. The result of these forces can be cascade 
effects, mediated by the availability heuristic. Such 
effects can produce a public demand for regulation 
even though the relevant risks are trivial. At the same 
time, there may be little or no demand for regula-
tion of risks that are, in fact, quite large in magnitude. 
Self- interested private groups can exploit these forces, 
often by using the availability heuristic. Consider the 
fact that European companies have tried to play up 
fears of genetically engineered food as a way of fend-
ing off American competition.

Cost- benefit analysis has a natural role here. If 
agencies are disciplined by that form of analysis, they 
will have a degree of insulation from cascade effects 
induced by informational and reputational forces, 
especially when the availability heuristic is at work. 
The effect of cost- benefit analysis is to subject mis-
fearing to a kind of technocratic scrutiny, to ensure 
that the public demand for regulation is not rooted 
in myth, and to ensure as well that government is 
regulating risks even when the public demand (be-
cause insufficiently informed) is low. And here too 
there is no democratic problem with the inquiry into 
consequences. If people’s concern is fueled by infor-
mational forces lacking much reliability, or if people 
express concern even though they are not fearful, a 
technocratic constraint on “hot” popular reactions is 
hardly inconsistent with democratic ideals. Similarly, 
there is nothing undemocratic about a governmen-
tal effort to divert resources to serious problems that 
have not been beneficiaries of cascade effects.

emotions and probability neglect

As a result of the availability heuristic, people can have 
an inaccurate assessment of probability. But some-
times people venture little assessment of probability at 
all, especially when strong emotions are involved. In 
such cases, large- scale variations in probabilities will 
matter little— even when those variations unquestion-
ably should matter a great deal. What affects thought 
and behavior is the outcome, not the likelihood that it 
will occur. Here too is a problem of misfearing.

The phenomenon of probability neglect received 
its clearest empirical confirmation in a striking study 
of people’s willingness to pay to avoid electric shocks 
(Rottenstreich and Hsee, 2001). One experiment 
attempted to see whether varying the probability of 
harm would matter more, or less, in settings that trig-
ger strong emotions than in settings that seem rela-
tively emotion- free. In the “strong emotion” setting, 
participants were asked to imagine that they would 
participate in an experiment involving some chance of 
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a “short, painful, but not dangerous electric shock.” 
In the relatively emotion- free setting, participants 
were told that the experiment entailed some chance 
of a $20 penalty. Participants were asked to say how 
much they would be willing to pay to avoid partici-
pating in the relevant experiment. Some participants 
were told that there was a 1% chance of receiving 
the bad outcome (either the $20 loss or the electric 
shock); others were told that the chance was 99%.

The central result was that the variations in prob-
ability affected those facing the relatively emotion- 
free injury, the $20 penalty, far more than they af-
fected people facing the more emotionally evocative 
outcome of an electric shock. For the cash penalty, 
the difference between the median payment for a 1% 
chance and the median payment for a 99% chance was 
predictably large: $1 to avoid a 1% chance, and $18 
to avoid a 99% chance. For the electric shock, by con-
trast, a large difference in probability made little dif-
ference to median willingness to pay: $7 to avoid a 1% 
chance, and $10 to avoid a 99% chance! Apparently 
people will pay a significant amount to avoid a small 
probability of an emotionally laden hazard, and the 
amount that they will pay will not vary greatly with 
the changes in probability.

There is much evidence in the same vein. Consider 
these findings:

1. When people discuss a low- probability risk, their 
concern rises even if the discussion consists mostly 
of apparently trustworthy assurances that the 
likelihood of harm is small (Alkahami and Slovic, 
1994).

2. If people are asked how much they will pay for 
flight insurance for losses resulting from “terror-
ism,” they will pay more than if they are asked 
how much they will pay for flight insurance from 
all causes (Loewenstein et al., 2001).

3. People show “alarmist bias.” When presented 
with competing accounts of danger, they tend to 
move toward the more alarming account (Viscusi, 
1997).

4. In experiments designed to test levels of anxiety in 
anticipation of a painful electric shock of vary-
ing intensity, the probability of the shock had no 
effect. “Evidently, the mere thought of receiving a 
shock is enough to arouse individuals, but the pre-
cise likelihood of being shocked has little impact 
on level of arousal” (Viscusi, 1997).

It is important to be careful with the relevant cat-
egories here (Elster, 1999; Kahan and Nussbaum, 
1996; Nussbaum, 1999). Emotions are generally the 
products of beliefs, and hence an emotional reaction 
to risk— terror, for example— is generally mediated by 

judgments. But this is not always true; sometimes the 
operation of the brain ensures intense emotional reac-
tions with minimal cognitive activity (Loewenstein et 
al., 2001). In any case, the judgments that fuel emo-
tions may be unreliable. We need not venture into 
controversial territory in order to urge that some risks 
seem to produce extremely sharp, largely visceral re-
actions. Indeed, experience with “mass panics” has 
shown exactly this structure, as assurances based on 
statistical evidence have little effect in the face of vivid 
images of what might go wrong.2

The role of cost- benefit analysis is straightfor-
ward here. Just as the Senate was designed to have 
a “cooling effect” on the passions of the House of 
Representatives, so cost- benefit analysis might ensure 
that policy is driven not by hysteria or alarm, but by 
a full appreciation of the effects of relevant risks and 
their control.

Nor is cost- benefit analysis, in this setting, only a 
check on unwarranted regulation. It can and should 
serve as a spur to regulation as well. If risks do not 
produce visceral reactions, partly because the un-
derlying activities do not yield vivid mental images, 
cost- benefit analysis can show that they nonetheless 
warrant regulatory control. The elimination of lead in 
gasoline, which was driven by cost- benefit analysis, is 
a case in point.

systemic effects and “Health- Health tradeoffs”

Often people focus on small pieces of complex prob-
lems, and causal changes are hard to trace. The 
German psychologist Dietrich Dorner has conducted 
some illuminating computer experiments designed 
to see whether people can engage in successful social 
engineering (Dorner, 1996). Participants are asked to 
solve problems faced by the inhabitants of some region 
of the world. Through the magic of the computer, 
many policy initiatives are available to solve the rele-
vant problems (improved care of cattle, childhood im-
munization, drilling more wells). But most of the par-
ticipants produce eventual calamities, because they do 
not see the complex, system- wide effects of particular 
interventions. Only the rare participant can see a num-
ber of steps down the road— to understand the mul-
tiple effects of one- shot interventions on the system.

Often regulation has similar systemic effects. A 
decision to regulate nuclear power may, for exam-
ple, increase the demand for coal- fired power plants, 
with harmful environmental consequences (Breyer, 
1978; see also Huber, 1987). A decision to impose 
fuel economy standards on new cars may cause a 
“downsizing” of the fleet and in that way increase 
risks to life. A decision to ban asbestos may cause 
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manufacturers to use less safe substitutes. Regulation 
of ground- level ozone may control the health dangers 
of ozone, but ozone has various benefits as well, in-
cluding protection against cataracts and skin cancer; 
hence regulation of ozone may cause health problems 
equal to those that it reduces.3 Indeed, the regulation 
of ozone will increase electricity prices, and because 
higher electricity prices will deprive poor people of air 
conditioning or lead them to use it less, such regula-
tion may literally kill people (Gray, 1998).

These are simply a few examples of situations in 
which a government agency is inevitably making 
“health- health tradeoffs” in light of the systemic ef-
fects of one- shot interventions. Indeed, any regula-
tion that imposes high costs will, by virtue of that fact, 
produce some risks to life and health, since “richer 
is safer” (Cross, 1995; Graham, Chang, and Evans, 
1992; Keeney, 1994; Wildavsky, 1980, 1988). A vir-
tue of cost- benefit analysis is that it tends to overcome 
people’s tendency to focus on parts of problems by 
requiring them to look globally at the consequences 
of apparently isolated actions.

dangers on- screen, Benefits off- screen

Why are people so concerned about the risks of nu-
clear power, when experts tend to believe that those 
risks are quite low— lower, in fact, than the risks from 
competing energy sources, such as coal- fired power 
plants, which produce relatively little public objec-
tion? Why do ordinary people tend to believe that the 
small risks from pesticides should be regulated, even 
if the comparatively small risks from X- rays are quite 
tolerable?

Suggestive answers come from research suggest-
ing that for many activities that pose small risks but 
that nonetheless receive intense public concern, peo-
ple perceive low benefits as well as high risks.4 For 
example, many people see nuclear power as a low- 
benefit, high- risk activity. Similar findings appear for 
some activities that are in fact relatively high- risk: a 
judgment of “low risk” accompanies a judgment of 
“high benefits.” The very fact that they are known to 
have high benefits skews judgment in their favor, and 
hence makes people understate the costs as well.

The obvious conclusion is that sometimes people 
favor regulation of some risks because the underlying 
activities are not seen to have compensating benefits.5 
Thus for some activities, tradeoffs are not perceived 
at all. The dangers are effectively on- screen, but the 
benefits are off- screen. Note that this is not because 
such activities do not, in fact, have compensating ben-
efits. It is because of a kind of perceptual illusion, a 
cognitive bias.

An important factor here is loss aversion, which 
leads people to see a loss from the status quo as more 
undesirable than a gain is seen as desirable (Camerer, 
1995; Kahneman, Knetsch, and Thaler, 1990; Thaler, 
1991).6 In the context of risk regulation, the conse-
quence is that any newly introduced risk, or any ag-
gravation of existing risks, is seen as a serious problem, 
even if the accompanying benefits (a gain from the 
status quo and hence perceived as less salient and less 
important) are considerable.7 Thus when a new risk 
adds danger, people may focus on the danger itself 
and not on the benefits that accompany the danger. 
And an important problem here is that in many cases 
where the dangers are on- screen and the benefits off- 
screen, the magnitude of the danger is actually quite 
low. Cost- benefit analysis can be a corrective, by plac-
ing the various effects on- screen.

general implications

The cognitive argument for cost- benefit analysis is 
now in place. It is true but obvious to say that peo-
ple lack information and that their lack of informa-
tion can lead to an inadequate or excessive demand 
for regulation, or a form of “paranoia and neglect” 
(Graham, 1996). What is less obvious is that predict-
able features of cognition will lead to a public demand 
for regulation that is unlikely to be based on the facts. 
Political entrepreneurs should be expected to exploit 
those features of cognition, attempting (for example) 
to enlist availability and probability neglect so as to 
create fear. And when the costs of risk reduction are 
on- screen, people may misfear in the sense of ne-
glecting serious dangers. Consider the United States 
on September 10, 2001, or in the period preceding 
Hurricane Katrina; in both cases, experts argued in 
favor of far more concern than people were willing 
to show.

For purposes of sensible resource allocation, the 
goal should be to create procedural checks in the form 
of legal safeguards against an excessive or insufficient 
demand for regulation. When people ask for regula-
tion because of fear fueled by availability cascades, and 
when the benefits from the risk- producing activity are 
not registering, it would be highly desirable to impose 
cost- benefit filters on their requests through legal re-
quirements that must be surmounted before regula-
tion may be imposed. When interest groups exploit 
cognitive mechanisms to create unwarranted fear or 
to diminish concern with serious problems, it is desir-
able to have institutional safeguards established as real 
constraints on excessive and insufficient action.

When people fail to ask for regulation for related 
reasons, it would be desirable to create a mechanism 
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by which government might nonetheless be encour-
aged to act if the consequences of action would be 
desirable. Here, too, cost- benefit balancing might be 
desirable, as in fact it has proved to be in connection 
not only with the phaseout of lead but also with the 
Reagan administration’s decision to phase out CFCs, 
which was motivated by a cost- benefit analysis sug-
gesting that the phaseout would do far more good 
than harm.8

A caveat: It is entirely possible that the public de-
mand for regulation will result from something other 
than cognitive errors, even if the relevant risk seems 
low as a statistical matter. People may think, for exam-
ple, that it is especially important to protect poor chil-
dren from a certain risk in a geographically isolated 
area, and they may be willing to devote an unusually 
large amount to ensure that protection. What seems 
to be a cognitive error may turn out, on reflection, 
to be a judgment of value, and a judgment that can 
survive reflection. I will return to this point. For the 
moment note two simple points. Whether an error is 
involved is an empirical question, subject, at least in 
principle, to empirical testing. And nothing in cost- 
benefit analysis would prevent people from devoting 
resources to projects that they consider worthy, even 
if the risk is relatively low as a statistical matter.

Of course it is true that cost- benefit analysis might 
operate as a solution to a range of problems, not only 
the cognitive ones that I have been emphasizing here. 
If interest groups are able to obtain regulation that is 
in their interest and to block regulation that is in the 
public interest, cost- benefit balancing should serve as 
a safeguard. If people are myopic and treat the future 
as if it is valueless, cost- benefit analysis can be a sig-
nificant help. Consider, for example, the problem of 
climate change, where misfearing has produced insuf-
ficient action and where excessive discounting of the 
future has also proved an obstacle to desirable con-
trols. Cost- benefit analysis helps show that such con-
trols are desirable, as in the context of ozone- depleting 
chemicals, where aggressive regulation was spurred by 
that form of analysis (Sunstein, 2007), and restric-
tions on greenhouse gases were reasonably defended, 
through international action, by a careful analysis of 
what might be lost and what might be gained.

Objections: Populism, Quantification,  
and Rival Rationalities

The argument made thus far, cautious though it may 
seem, runs into three obvious objections. The first in-
volves democratic considerations; the second points 
to the limitations of quantification; and the third 

involves the possibility that ordinary people’s judg-
ments are based not on cognitive limitations but on a 
kind of “rival rationality.”

populism

The initial objection, which is populist in character, is 
that in a democracy, government properly responds 
to the social “demand” for law. Government does 
not legitimately reject that demand on the grounds 
that cost- benefit analysis suggests that it should not 
act. On this view, a democratic government should 
be accountable. Any approach that uses efficiency or 
technocratically driven judgments as a brake on ac-
countability is fatally undemocratic. People may or 
may not misfear, but a democratic government pays 
careful attention to their concerns.

The problem with this objection is that it rests on 
a controversial and even unacceptable conception of 
democracy, one that sees responsiveness to citizens’ 
demands, whatever their factual basis, as the foun-
dation of political legitimacy. However, if those de-
mands are uninformed, it is perfectly appropriate for 
government to resist them. Indeed, it is far from clear 
that reasonable citizens want, or would want, their 
government to respond to their uninformed demand. 
The foregoing analysis thus far suggests that the rel-
evant demands are, in fact, uninformed or unreflec-
tive. If this is so, they should be subject to delibera-
tive constraints of the sort exemplified by cost- benefit 
analysis. After that analysis has been generated and 
public officials have taken it into account, democratic 
safeguards continue to be available, and electoral 
sanctions can be brought to bear against those who 
have violated the public will. At the very least, cost- 
benefit analysis should be an ingredient in the analy-
sis, showing people that the consequences of various 
approaches might be different from what they seem.

Qualitative differences among social goods

Some people object to cost- benefit analysis on the 
grounds that many of the goods at stake in regulation 
(human and animal life and health, recreational and 
aesthetic opportunities) are not merely commodities, 
that people do not value these goods in the same way 
that they value cash, and that cost- benefit analysis, by 
virtue of its reductionism, is inconsistent with peo-
ple’s reflective judgments about the issues at stake. 
Arguments of this sort have been developed into phil-
osophical challenges to efforts to turn various goods 
into what analysts deem to be monetary equivalents 
(Anderson, 1993).

Such arguments are convincing if cost- benefit anal-
ysis is taken to suggest a controversial position in favor 



misfearing: proBlem? Cost- Benefit analysis: solution?   •   237

of the commensurability of all goods— if cost- benefit 
analysis is seen to insist that people should value en-
vironmental amenities, or their own lives, in the same 
way that they value a bank account, or if cost- benefit 
is taken as a metaphysical claim to the effect that all 
goods can be aligned along a single metric, or if five 
lives saved is seen as the same, in some deep sense, 
as $20 or $30 million saved. Part of what people ex-
press in their daily lives is a resistance to this form of 
commensurability, and some goods are understood to 
have intrinsic as well as instrumental value. The exis-
tence of qualitative differences among goods fortifies 
the claim that any “bottom line” about costs and ben-
efits should be supplemented with a more qualitative 
description of the variables involved.

But cost- benefit analysis need not be seen as em-
bodying a reductionist account of the good, and much 
less as a suggestion that everything is simply a “com-
modity” for human use. It is best taken as a pragmatic 
instrument, agnostic on the deep issues and designed 
to assist people in making complex judgments where 
multiple goods are involved. To put it another way, 
cost- benefit analysis might be assessed pragmatically, 
or even politically, rather than metaphysically. We 
should conclude that the final number may provide 
less information than the ingredients that went into it, 
and that officials should have and present cost- benefit 
analysis in sufficiently full terms to enable people to 
have a concrete sense of the effects of regulation. This 
is an argument against some overambitious under-
standings of what cost- benefit balancing entails. But 
it is not an argument against cost- benefit balancing.

rival rationalities

The final objection to the cognitive argument for cost- 
benefit analysis is, in a sense, the most fundamental. 
On this view, cost- benefit analysis is not desirable as a 
check on ordinary intuitions because those intuitions 
reflect a kind of “rival rationality.” Ordinary people 
do not always misfear, even when they deviate from 
experts. On the contrary, they have a complex un-
derstanding of what it is that they want to maximize. 
They do not simply tabulate lives saved; they ask ques-
tions as well about whether the relevant risk is con-
trollable, voluntary, dreaded, equitably distributed, 
and potentially catastrophic. Consider table 13.1.

Some people suggest that to the extent that or-
dinary people disagree with experts, they have a 
“thicker” or “richer” rationality, and that democracy 
should respect their judgments (Slovic, Fischhoff, 
and Lichtenstein, 1985). On a more moderate view, 
government’s task is to distinguish between lay judg-
ments that are products of factual mistakes (produced, 
for example, by the availability heuristic) and lay judg-
ments that are products of judgments of value (as in 
the view that voluntarily incurred risks deserve less 
attention than those that are involuntarily incurred) 
(Pildes and Sunstein, 1995). In any case the “psycho-
metric paradigm” is designed to show how ordinary 
people’s judgments are responsive to an array of fac-
tors other than lives saved (Slovic, 1997).

The simplest response to this claim is that it need 
not be a criticism of cost- benefit analysis at all; it may 
suggest only that any judgment about benefits and 

Table 13.1

risk traits aggravating mitigating

Familiarity New Old

Personal control Uncontrollable Controllable

Voluntariness Involuntary Voluntary

Media attention Heavy media coverage Ignored by media

Equity Unfairly distributed Equitably distributed

Children Children at special risk Children not at risk

Future generations Future generations at risk Future generations not at risk

Reversibility Irreversible Reversible

Identifiability of victims Victims known Victims not identifiable

Accompanying benefits Benefits clear Benefits invisible

Source Human origin Created by nature

Trust in relevant institutions Low trust in relevant institutions High trust in relevant institutions

Timing of adverse effects Effects delayed Effects immediate

Understanding Mechanisms poorly understood Mechanisms understood

Precedents History of accidents No past accidents
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costs (whether or not based on willingness to pay) 
will have to take account of people’s divergent assess-
ments of different risks. In principle, there is no prob-
lem with doing exactly that. There is, however, reason 
to question the now- conventional view that qualita-
tive factors of this kind fully explain people’s disagree-
ment with experts about certain risks of death. No 
doubt it is possible that people’s judgments about risk 
severity are a product of some of the more qualita-
tive considerations listed above; this idea leads to the 
widespread view that ordinary people have a “richer” 
rationality than do experts, since ordinary people look 
at the nature and causes of death, not simply at ag-
gregate deaths at issue. But it is also possible that an 
apparently “rich” judgment that a certain risk is se-
vere, or not severe, depends not on well- considered 
judgments of value but on the operation of System I. 
More particularly, people’s judgments may depend in-
stead on an absence of ordinary contextual cues, on a 
failure to see that tradeoffs are inevitably being made, 
on heuristic devices that are not well adapted to the 
particular context, or instead on a range of confusing 
or confused ideas that people cannot fully articulate 
(Margolis, 1998).

When people say, for example, that the risk of nu-
clear power is very serious, they may be responding 
to their intense visceral concern, possibly based on 
(uninformed) statistical judgments about likely lives 
at risk and on their failure to see (as they do in other 
contexts) that that risk is accompanied by a range of 
social benefits. Thus it is possible that a judgment 
that a certain risk of death is unusually bad is not a 
“rich” qualitative assessment but an (unreliable) in-
tuition based on a rapid balancing that prominently 
includes perceived lives at stake and the perceived 
presence of small or no benefits associated with the 
risk- producing activity. If no such “richer rational-
ity” is involved, cost- benefit analysis can proceed as 
a check of misfearing. If richer rationality is in fact 
the source of people’s judgments, then the valuation 
of costs and benefits should incorporate their beliefs.

An Incompletely Theorized Agreement on 
Cost- Benefit Analysis?

problems With aggregated Willingness to pay

Thus far I have suggested that cost- benefit analysis 
is a sensible approach to cognitive problems faced 
by ordinary people in the assessment of risk. I have 
also suggested that there is no democratic objection 
to using cost- benefit analysis as an ingredient, even a 
crucial ingredient, in decisions and that cost- benefit 
analysis can be understood in a way that responds to 

reasonable concerns about quantification and about 
the idea that the only thing to be maximized is total 
lives saved (or, somewhat better, life- years saved).

But none of this deals with the general question 
about how cost- benefit analysis should be under-
stood. In the least contentious formulation— the for-
mulation that I have used here— cost- benefit analysis 
is simply a form of open- ended consequentialism, an 
invitation to identify the advantages and disadvan-
tages of regulation, an invitation that does not say 
anything about appropriate weights. The virtue of 
this formulation is that it is uncontentious; the vice 
is that it is vacuous. People can agree with it, but 
it does not mean anything. In its most contentious 
formulation, cost- benefit analysis depends on asking 
people how much they are “willing to pay” for vari-
ous goods and on making decisions that depend on 
the resulting numbers. Problems with this approach 
lie in a possible lack of private information, its possible 
distributional unfairness (since willingness to pay de-
pends on ability to pay), potential differences between 
private willingness to pay and public aspirations, and 
collective- action problems of various sorts that might 
draw into doubt the privately expressed amounts.

For present purposes, the most serious difficulty is 
that willingness to pay may be a product of misfearing. 
People’s judgments may be insufficiently informed or 
unreflective with respect to both facts and values. For 
example, people may overstate the risks from various 
risks that receive disproportionate media attention. If 
this is so, it seems odd to base government policy on 
those judgments. It is also possible that people will 
be willing to pay little to avoid some bad X simply 
because they are used to it and their preferences have 
adapted accordingly. Preferences based on lack of in-
formation or adaptation to deprivation are hardly a 
good basis for regulatory policy. They need not be 
taken as given and translated into law.

incomplete theorization: Cost- Benefit analysis as 
political, not metaphysical

Often it is possible to resolve hard questions of law 
and policy without resolving deeply contested issues 
about justice, democracy, or the appropriate aims 
of the state (Sunstein, 1996, 1999). Often it is pos-
sible to obtain an incompletely theorized agreement 
on a social practice, and even on the social or legal 
specification of the practice. In many areas of law and 
public policy, people can reach closure about what to 
do despite their disagreement or uncertainty about 
why, exactly, they ought to do it. Thus people who 
disagree about the purposes of the criminal law can 
agree that rape and murder should be punished, and 
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punished more severely than theft and trespass. Thus 
people can support an Endangered Species Act amid 
disagreement about whether the protection of endan-
gered species is desirable for theological reasons, or 
because of the rights of animals, plants, and species, 
or because of the value of animals, plants, and species 
for human beings. A great advantage of incompletely 
theorized agreements is that they allow people of di-
verse views to live together on mutually advantageous 
terms. An even greater advantage is that they allow 
people of diverse views to show one another a high 
degree of both humility and mutual respect.

I believe that incompletely theorized agreement is 
possible here; at least this should be the goal of those 
attempting to understand the uses of cost- benefit 
analysis in regulatory policy. For the reasons just dis-
cussed, it would be difficult to obtain agreement on 
the view that all questions of regulatory policy should 
be resolved by asking how much people are “will-
ing to pay” for various social goods. But it should 
nonetheless be possible for diverse people to agree on 
presumptive floors and ceilings for regulatory expen-
ditures, and the presumptions can do a great deal of 
useful work for policy making and for law. In short, a 
great deal can be done without confronting the hard-
est theoretical questions raised by contentious specifi-
cations of cost- benefit analysis.

An obvious question here is: Who could join this 
incompletely theorized agreement? Who would reject 
it? My principal claim is that the agreement could be 
joined by a wide range of reasonable people, includ-
ing utilitarians and Kantians, perfectionist and po-
litical liberals, and those who accept and those who 
doubt the idea that private willingness to pay is the 
appropriate foundation for regulatory policy. There is 
room here for deliberative democrats who emphasize 
the need for government to reflect on private prefer-
ences, rather than simply to translate them into law.9 
A prime purpose of the approach is to ensure more in 
the way of reflection; cost- benefit analysis, as under-
stood here, is a guarantee of greater deliberation, not 
an obstacle to it. Nor is the approach rigid. Under 
the proposed approach, agencies have the authority 
to abandon the floors and ceilings if there is reason 
for them to do so. If, for example, agencies want to 
spend a great deal to protect African American chil-
dren from a risk disproportionately faced by them, 
they are entitled to do so, as long as they explain that 
this is what they are doing and as long as what they 
are doing in reasonable.

eight propositions

Here, then, are eight propositions offered in the 
hope that they might attract support from diverse 

theoretical standpoints. The goal is to provide a start-
ing point for the effort to anchor cost- benefit analysis 
in an incompletely theorized agreement about regula-
tory policies.

1. Agencies should identify the advantages and 
disadvantages of proposed courses of action and also 
attempt to quantify the relevant effects to the extent 
that this is possible. When quantification is not pos-
sible, agencies should discuss the relevant effects in 
qualitative terms and also specify a range of plausible 
outcomes, e.g., annual savings of between 150 and 
300 lives, or savings of between $100 million and 
$300 million, depending on the rate of technological 
change. The statement should include the full range 
of beneficial effects.

2. The quantitative description should supplement, 
rather than displace, a qualitative description of rele
vant effects. Both qualitative and quantitative descrip-
tions should be provided. It is important to know the 
nature of the relevant effects, for example, lost work-
days, cancers averted, respiratory problems averted. 
To the extent possible, the qualitative description 
should give a concrete sense of who is helped and 
who is hurt, for example, whether the beneficiaries 
are mostly or partly children, whether the regulation 
will lead to lost jobs, higher prices, more poverty, 
and so forth. Where the only possible information is 
speculative, this should be noted, along with the most 
reasonable speculations.

3. Agencies should attempt to convert nonmonetary 
values (involving, for example, lives saved, health gains, 
and aesthetic values) into dollar equivalents. This is 
not because a statistical life and, say, $5 million are the 
same thing, but to promote coherence and uniformity 
and to ensure sensible priority setting. The conversion 
into monetary equivalents is simply a pragmatic tool 
to guide analysis and to allow informed comparisons.

4. Agencies entrusted with valuing life and health 
should be controlled, either by statute or executive 
order, via presumptive floors and ceilings. For ex-
ample, a statute might say that a statistical life will 
ordinarily be valued at no less than $6 million and 
no more than $12 million. Evidence of worker and 
consumer behavior, suggesting a valuation of between 
$5 million and $7 million per statistical life saved, is at 
least relevant here. The fact that the willingness to pay 
numbers are in this range is hardly decisive, but it is 
supplemented by the fact that similar numbers appear 
to represent the midpoint of agency practice. If an 
agency is going to spend, say, no more than $500,000 
per life saved, or more than $20 million, it should 
have to explain itself.

5. Agencies should be permitted to adjust the 
ceilings and floors or to choose a low or high end of 
the range on the basis of a publicly articulated and 
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reasonable judgment that such an adjustment or such 
a choice is desirable. Perhaps adjustments could be 
made if, for example, poor people are especially at 
risk. There should be no adjustments “downward” 
for poor people; in other words, the fact that poor 
people are willing to spend less to protect their own 
lives (because they are poor) should not call for cor-
respondingly lower expenditures by government. The 
principal danger here is that well- organized groups 
will be able to use equitable arguments on behalf of 
their preferred adjustments. It is important to ensure 
a degree of discipline here, and perhaps the dangers 
of interest- group manipulation are serious enough 
to suggest that uniform numbers or ranges might be 
used or that the presumptions are strong and rebut-
table only in the most compelling cases.

6. Agencies should be permitted to make adjust
ments on the basis of the various “qualitative” fac
tors discussed above. For example, they might add a 
“pain and suffering premium” or increase the level 
of expenditure because children are disproportion-
ately affected or because the victims are members of a 
disadvantaged group. It would be reasonable to con-
clude that because AIDS has disproportionate adverse 
effects on homosexuals and poor people, special ef-
forts should be made to ensure against AIDS- related 
deaths. To the extent possible, they should be precise 
about the nature of, and grounds for, the relevant ad-
justments, especially in light of the risk that interest- 
group pressures will convert allegedly qualitative ad-
justments in illegitimate directions.

7. The appropriate response to social fear not based 
on evidence and to related “ripple effects” is educa
tion and reassurance rather than increased regula
tion. The best response to misfearing is educational; 
the government should not expend significant re-
sources merely because an uninformed public believes 
that it should. But if education and reassurance fail, 
increased regulation may be defensible as a way of 
providing a kind of reassurance in the face of intense 
fears, which can themselves impose high costs of vari-
ous kinds. (Consider, for example, the possibility that 
people who are afraid of the risks of plane crashes will 
shift to driving, a riskier method of transportation; 
consider also the fact that the fear is itself a cost.)

8. Unless the law explicitly requires otherwise, judi
cial review of risk regulation should require a general 
showing that regulation has produced more good than 
harm, based on a reasonable view about the valuation 
of both benefits and costs. On this view, courts should 
generally require agencies to generate and to adhere 
to ceilings and floors. But they should also allow 
agencies to depart from conventional numbers (by, 
for example, valuing a life at less than $6 million or 
more than $10 million) if and only if the agency has 

given a reasonable explanation of why it has done so.  
The ultimate task would be to develop a kind of “com-
mon law” of cost- benefit analysis, authorizing agen-
cies to be law- making institutions in the first instance.

Conclusion

I have suggested that cost- benefit analysis, often de-
fended on economic grounds, can be urged less con-
tentiously on cognitive grounds. Cost- benefit analysis, 
taken as an inquiry into the consequences of varying 
approaches to regulation, is a sensible response not 
only to interest- group power but also to the problem 
of misfearing. The underlying problems include the 
use of the availability heuristic; social amplification of 
that heuristic via cascade effects; probability neglect; a 
misunderstanding of systemic effects, which can lead 
to unanticipated bad (and good) consequences; and 
a failure to see the benefits that accompany certain 
risks. In all of these areas, an effort to identify costs 
and benefits can helpfully inform analysis.

My ultimate hope is that it would be possible to 
produce a convergence on a form of cost- benefit 
analysis that should be understood as a pragmatic in-
strument and that ought not to be terribly conten-
tious— a form of cost- benefit analysis that does not 
take a stand on highly controversial questions about 
what government ought to do and that promises to 
attract support from people with diverse conceptions 
of the right and the good. I have suggested here that 
the most promising source of such an agreement lies 
not only, or even mostly, in neoclassical economics 
but instead in an understanding of the general prob-
lem of misfearing.

Notes

This chapter was written before Sunstein joined the fed-
eral government, first as a senior adviser to the director of 
the Office of Management and Budget, and later as admin-
istrator of the Office of Information and Regulatory Affairs. 
It should go without saying that nothing here represents, 
in any way, an official position of the United States govern-
ment. Thanks to Eldar Shafir for valuable comments on a 
previous draft.

1. Tversky and Kahneman (1982) describe the availabil-
ity heuristic.

2. See the discussion of Love Canal in Karan and  
Sunstein (1999).

3. Lutter and Wolz (1997) estimated that the EPA’s 
new ozone NAAQS could cause 25 to 50 more melanoma 
skin cancer deaths and increase the number of cataract cases 
by 13,000 to 28,000 each year. Keeney and Green (1997) 
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calculated that if attainment of the new standards costs $10 
billion annually, a number well within EPA’s estimated cost 
range, it would contribute to 2,200 premature deaths annu-
ally. On the general phenomenon, see Graham and Wiener 
(1995).

4. The fact that nuclear power and application of pesti-
cides produce benefits as well as risks may not “register” on 
the lay viewscreen, and this may help produce a “high risk” 
judgment (Alkahami and Slovic, 1994).

5. See Margolis (1998) for a detailed discussion of how 
this point bears on the different risk judgments of experts 
and lay people.

6. Thaler (1991) argues that "losses loom larger than 
gains" (p. 143).

7. For some policy implications of loss aversion, see 
Knetsch (1997).

8. See Lutter and Wolz (1997) and Keeney and Green 
(1997). The Reagan administration supported aggressive 
regulation largely because cost- benefit analysis from the 
Council of Economic Advisers demonstrated that “despite 
the scientific and economic uncertainties, the monetary ben-
efits of preventing future deaths from skin cancer far out-
weighed costs of CFC controls as estimated either by indus-
try or by EPA” (Benedick, 1991, p. 63).

9. Absolutists of various kinds might refuse to join an agree-
ment on these principles. Perhaps their refusal would be most 
reasonable in the case of the Endangered Species Act, where 
nothing said below explains why millions of dollars should be 
spent (at least in opportunity costs) to save members of eco-
logically unimportant species. It would be possible, however, 
to imagine a kind of “meta” cost- benefit analysis that would 
point in this direction, perhaps on the ground that it greatly 
simplifies decision making without imposing high costs over-
all. For the regulatory issues dealt with here, an absolutist 
approach seems hard to justify, not least because there are  
dangers to life and health on both sides of the equation.
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On March 28, 1979, the Unit 2 nuclear power plant 
on the Three Mile Island Nuclear Generating Station 
in Dauphin County, Pennsylvania, suffered a core 
meltdown. In the investigation that followed, it be-
came clear that a valve that was supposed to regulate 
the flow of cooling water had failed. The operators 
sent a control signal to remotely shut the valve, and 
when they received an indication that the signal had 
been sent, they assumed that the valve was indeed 
shut. An actual “positive feedback” lamp indicating 
the true position of the valve did not exist, so the 
operator had no way of verifying whether the signal 
was received and the necessary actions taken. Such a 
lamp was deemed expendable during the construc-
tion of the facility to save time and money. As a result 
of this design error, the operators were unaware that 
the valve was not turned off, that the cooling water 
continued to pour out, and that the reactor’s core 
continued to overheat and eventually melted down. 
Even though initial reports blamed “human error,” 
subsequent investigations found the design of con-
trols equally at fault. They determined that ringing 
alarms and flashing warning lights left operators over-
whelmed by information, much of it irrelevant, mis-
leading, or incorrect.1

The Three Mile Island incident is one example of 
how a faulty design can lead even highly qualified de-
cision makers to devastating results. Although manag-
ing a retirement portfolio is not a national mission- 
critical operation, a financial meltdown can be just as 
painful to an individual as a plant meltdown is to the 
masses. In this article, we propose that the design of 
nuclear- plant control rooms, everyday objects, and 
retirement saving vehicles share similar properties.

There are two crucial factors to consider. First, ev-
erything matters. Tiny details, from the color of an 
alert lamp to the size of the font can influence choices. 
Second, since everything matters, it is important for 

those who design choice environments whom Thaler 
and Sunstein (2008) call “choice architects,” to take 
human factors into account. Choice architecture 
is particularly important in domains such as retire-
ment savings, where most of the decision makers are 
unsophisticated.

Prior research in the domain of retirement savings 
has illustrated the potential role of improved choice 
architecture. Madrian and Shea (2001), for example, 
showed that the choice of default has a dramatic effect 
on savings behavior. They studied several plans that 
changed the default so that employees who took no 
action were automatically enrolled into the retirement 
savings plan. It is important to note, however, that 
freedom of choice was preserved because employees 
could always opt out of the retirement plan and were 
not in any way forced to save. In one of the plans 
studied, the percentage of employees saving for re-
tirement increased from 49% to 86% when the default 
was changed to automatically enrolling employees 
into the plan.

Other studies have also documented that design 
does matter. Benartzi and Thaler (2001), for example,  
showed that the menu of investment funds offered 
to employees affects their risk- taking behavior. In 
particular, some employees follow a naive diversifica-
tion strategy of spreading their money equally across 
funds, something they have dubbed the 1/n rule. As a 
result of using the 1/n rule (or a variant of this rule), 
a plan offering a bond fund, a small cap stock fund, 
and a large cap stock fund might result in employees 
leaning toward an allocation of two- thirds in stocks. 
In comparison, a plan with a money market fund, a 
bond fund, and a diversified stock fund might result 
in just one- third allocated to stocks.2

Iyengar and Kamenica (2006) documented that the 
size of the menu of funds also affects savings behav-
ior. They studied a cross- section of retirement savings 
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plans, some offering as few as 2 funds and others with 
as many as 59 funds. They estimated that the addition 
of 10 funds to the menu of choices decreased participa-
tion in the plan by 2%, because some employees might 
have been overwhelmed by the degree of choice.

The intuitive principle that many minor design 
elements could end up being important also applies 
to retirement saving vehicles. Benartzi and Thaler 
(2007), for example, showed that the number of 
lines displayed on the investment election form could 
have the unintended consequence of influencing the 
number of funds people choose. In one experiment 
they conducted, visitors to the Morningstar.com 
website (an online provider of financial information) 
were presented with an investment election form that 
had either four or eight lines displayed. (Note that 
those who were presented with four lines could still 
select more than four funds by simply clicking on a 
link to the form with eight lines.) Benartzi and Thaler 
found that only 10% of those presented with four lines 
ended up picking more than four funds versus 40% for 
those who saw eight lines on their form to begin with. 
In other words, the graphic designer who creates the 
investment election form could accidentally influence 
the number of funds people pick.

In this paper, we provide new evidence on choice 
architecture in the domain of retirement savings plans 
and will focus on two timely design issues related 
to the Pension Protection Act of 2006 (hereafter, 
PPA).3 The first design issue has to do with escala-
tor programs, where employees precommit to peri-
odic saving increases (see Thaler and Benartzi, 2004). 
Whereas PPA encourages the use of escalator pro-
grams, there are many design elements that are left to 
the discretion of the employer, such as the timing of 
the saving increases. Since every design element could 
end up being important, we explored the effect of a 
variety of design issues in this context. Our goal was 
to identify the choice architecture that helps employ-
ees save more. As Choi et al. (2002) reported, most 
employees (68%) feel they are saving too little, so we 
were just trying to identify the choice architecture 
that helps people reach their own stated goal.

Consistent with the work of Madrian and Shea 
(2001), we found that inertia plays a crucial role in 
choice architecture. In particular, we found that when 
the escalator program was set as an opt- in program, 
about 15%– 25% of new hires signed up for the pro-
gram. In contrast, when employees were automati-
cally enrolled in the escalator program, only 16.5% 
opted out and the remaining 83.5% ended up in the 
escalator program.4 We also found that seemingly 
minor design elements do matter in the context of 
escalator programs. For example, we document that 
employees prefer to precommit to save more next 

January as opposed to, say, next February or next 
March. In the spirit of New Year’s resolutions, people 
seem to think that January is a good time to start ex-
erting willpower.

The second design issue we explored has to do 
with portfolio solutions. In recent years, fund provid-
ers have come up with one- stop portfolio solutions 
to assist employees with the complicated task of fund 
selection. One solution offered by fund providers is 
risk- based funds. These funds are often labeled con-
servative, moderate, or aggressive, and employees are 
expected to pick the one fund that matches their risk 
preferences. A distinctive feature of risk- based funds 
is that they keep a constant asset allocation and do 
not reduce their equity exposure as people get older. 
A competing solution offered by fund providers is 
retirement date funds. These funds are often labeled 
2010, 2020, 2030, and 2040, where the labels cor-
respond to the expected retirement date. Unlike 
risk- based funds, retirement date funds decrease their 
equity exposure as people approach retirement. In 
the case of retirement date funds, employees who are 
looking for a simple portfolio solution should pick the 
fund that matches their expected retirement date.

One might view the packaging of bond funds and 
stock funds into one- stop portfolio solutions as incon-
sequential, since individuals still have access to the un-
derlying bond funds and stock funds to select the mix 
of funds they truly prefer. However, we found that 
one- stop portfolio solutions increased equity market 
participation by about three percentage points. More 
importantly, the effect was larger for lower- income 
employees, hence it reduced the well- documented 
gap in equity market participation between lower- 
income and higher- income individuals. We also found 
that retirement date funds strengthened the negative 
correlation between age and risk- taking behavior. It 
is important to note that the stronger negative cor-
relation between age and risk taking was observed not 
only for investors in retirement date funds, but also 
for the entire population of participants in plans of-
fering retirement date funds. Understanding how the 
architecture of one- stop portfolio solutions affects in-
vestor behavior is essential in light of the PPA and the 
related guidelines by the Department of Labor that 
bless a spectrum of one- stop portfolio solutions.

In the next section, we will discuss choice architecture 
and the effectiveness of escalator programs in increas-
ing saving rates, and in the following section, we will 
then consider the effects of choice architecture on 
portfolio choices. In both discussions, we will provide 
new evidence that design matters and that seemingly 
minor design elements can end up being important. 
We will provide concluding remarks in the last section.
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Choice Architecture and Escalator Programs

Background

The worldwide trend toward defined contribution 
retirement plans has shifted the responsibility for re-
tirement planning from the employer to employees. 
In most defined contribution plans, employees must 
determine how much to save for retirement and how 
to invest their funds. Given the difficulty of calculating 
the “optimal” saving rate as well as the presence of self- 
control problems, it should not come as a surprise that 
most people are not saving enough to maintain a com-
fortable lifestyle at retirement (Skinner, 2007). And as 
we noted earlier, 68% of plan participants agreed that 
their saving rate was too low (Choi et al., 2002).

Being interested in helping people reach their 
stated goal of saving more, we used the basic psy-
chological principles of hyperbolic discounting, iner-
tia, and nominal loss aversion to design a program 
that helps employees increase their saving rates. The 
program offers individuals the opportunity to pre-
commit to automatic saving increases, which could 
take place every time someone receives a pay raise,  
or alternatively, on a set date, such as every January 1.  
Of course, participants in the program can always 
change their mind and either stop the automatic sav-
ing increases or quit saving altogether. We dubbed the 
program Save More Tomorrow (hereafter, SMarT).5

Features of SMarT were incorporated into the 
PPA, which encourages employers to automatically 
enroll new and existing employees into their retire-
ment savings plans. The act prescribes an initial saving 
rate of at least 3% of pay, an annual increase increment 
of at least 1%, and a target rate of at least 6%, but 
no more than 10%. Employers who follow the above 
guidelines and provide a generous matching contri-
bution are exempt from the nondiscrimination tests 
(i.e., they do not have to prove that lower- paid em-
ployees are benefiting fairly from the retirement plan 
in comparison to higher- paid employees). Note that 
the act allows for saving increases to take place on any 
date and does not require that saving increases and 
pay raises be synchronized. Similar legislative initia-
tives are taking place in the U. K. and New Zealand.6

Retirement- plan providers also expressed great in-
terest in automatic saving increases. Vanguard made 
the program available to more than one million em-
ployees, Fidelity Investments (2006) reported that 
6,000 of its employer clients had offered the program 
to their employees, and T. Rowe Price and TIAA- 
CREF, among other providers, also rolled out simi-
lar programs. A survey by Hewitt Associates (2007) 
indicated that 31% of plan sponsors had offered the 

program to their employees in 2006, and that 42% 
of those who had not were likely to do so in 2007. 
Similar programs were also introduced in the U. K. 
and Australia. The rapid penetration of the program 
into the marketplace reflects the importance of choice 
architecture.

The accumulating data on the program suggest 
dramatic cross- sectional differences in employee take-
 up rates. In our original case study with one- on- one fi-
nancial counseling, take- up rates reached 80% (Thaler 
and Benartzi, 2004). With automatic enrollment into 
the program, participation rates also reached 80%. On 
the other end of the spectrum, some retirement ser-
vice providers reported take- up rates as low as a few 
percentage points.

In this section, we will attempt to identify the de-
sign elements of the program that are most effective 
at helping people better reach their retirement savings 
goals. Our research was driven by both theoretical 
and practical interests. From a theoretical perspective, 
we were interested in better understanding the psy-
chology of saving. From a practical perspective, we 
were interested in fine- tuning the program to help 
more people save more.

We will next discuss the psychological principles 
underlying the program in more detail— that is, hy-
perbolic discounting, inertia, and nominal loss aver-
sion. As we describe each psychological principle and 
design element, we will also investigate its role in the 
success of the program. We will also compare each 
design element to the specific plan design features 
prescribed by the PPA.

hyperbolic discounting

The first psychological principle that guided us in 
the design of the program was hyperbolic discount-
ing, which refers to a discount function that “over- 
values the more proximate satisfaction relative to 
the more distant ones” (Strotz, 1955, p. 177). Read 
and van Leeuwen (1998), for example, asked sub-
jects to choose between healthy snacks (bananas) 
and unhealthy snacks (chocolate). When asked one 
week in advance, only 26% of the subjects indicated 
they would choose the unhealthy snack. However, 
when asked immediately prior to consuming the 
snack, 70% chose the unhealthy snack. This form of 
present- biased preferences is characterized by the 
discount rate increasing as consumption gets closer 
(see Frederick, Loewenstein and O’Donoghue, 2002; 
Loewenstein and Elster, 1992; and Thaler, 1981 for 
additional evidence).

Hyperbolic discounting and present- biased prefer-
ences could explain why many of us engage in subopti-
mal behavior such as excessive eating, lack of exercise, 
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and excessive spending. Yet, at the same time, many 
of us envision we will eat less, exercise more, and save 
more in the not- too- distant future. Hyperbolic agents 
believe (often wrongly) that doing the right things 
will be easier in the future, because the temptation 
to, say, eat too much will be moderated (see Laibson, 
1997; and O’Donoghue and Rabin, 1999, 2001, 
which model such behavior). To help hyperbolic 
agents save more, our program invited employees to 
sign up to save more in the future. However, we did 
not know the role of this specific feature in the suc-
cess of the program, nor did we know what the time 
lag should be between signing up for the program 
and the effective date of the first saving increase to 
encourage maximum participation in the program.

The first SMarT case study (Thaler and Benartzi, 
2004) offers some insight into the role of hyperbolic 
discounting in the success of the program. In that case 
study, they found that 78% of those who declined to 
increase their saving rates right away agreed to do so 
every time they got a pay raise. This pattern of behav-
ior is consistent with hyperbolic discount functions. 
However, this evidence is more a joint test of both 
hyperbolic discounting and nominal loss aversion, as 
the distant saving increases were synchronized with 
pay raises and employees never saw their take- home 
pay decrease. Here, we provide more direct evidence 
on the role of hyperbolic discounting.

We explored the role of hyperbolic discounting in 
several ways. First, we obtained data from Vanguard, 
a large provider of retirement plan services that rolled 
out an automatic increase service called OneStep 
Save at the beginning of 2004.7 We looked at 65,452 
plan participants in 273 plans who were hired when 
these plans already offered the opportunity to join 
the OneStep program. Joining the program had to be 
done via the web or the phone at the employee’s initia-
tive. The results show that 15.1% of the new employ-
ees joined the program. Participation rates varied by  
plan, with an interquartile range between 4% and 19%.

What makes the Vanguard data of particular in-
terest for our analysis is the fact that almost all indi-
viduals had to select the timing of saving increases on 
their own.8 While the saving increases take place once 
a year, the participant still had to select the specific 
month for the increase to apply as well as the saving 
increment. Hyperbolic agents are predicted to prefer 
to increase their saving rate sometime in the future, 
although theory does not tell us how much of a delay 
between joining the program and increasing savings 
individuals would like to have.

Figure 14.1 displays the number of months that 
passed between participants signing up for the pro-
gram and their desired date of saving increase. The 
figure is based on 49,433 participants who joined 

the program as of year- end 2005, and it reveals some 
interesting differences across individuals. Some pre-
ferred to implement the program sooner rather than 
later. Specifically, 8.9% of participants preferred the 
saving increase to be implemented within the same 
month they signed up. However, the remaining 91.1% 
of participants preferred to postpone saving increases, 
which is consistent with hyperbolic discounting. At 
the extreme, 15.7% preferred that the first increase 
take place exactly one year after signing up, and 10.0% 
of participants wanted to wait longer than a year.

We suspect there could also be a time- of- year ef-
fect. January might be a good candidate, since hy-
perbolic agents might consider doing the right things 
“next year.” Figure 14.2 shows the month of increase 
selected by the program participants. Almost 40% of 
the participants actually selected January as the month 
of increase, and no other month seemed to have such 
a dominating effect. (The distribution across months 
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is statistically different from a uniform distribution at 
the 0.01 level.)

While the Vanguard data is consistent with hyper-
bolic discounting, it does not measure the strength 
of preferences. For example, would those who post-
poned their saving increase by one year still join a 
program that was set to increase saving much earlier? 
To answer this question, we used data from T. Rowe 
Price, another large provider of retirement plan ser-
vices. T. Rowe Price conducted an online survey of 
plan participants at a large firm during September 
2005. Participants were given a short paragraph de-
scribing the program and then asked whether or not 
they would be interested in signing up for the pro-
gram. The saving increases were set to take place in 
X months, where X was varied from implementing 
the increase immediately to postponing implementa-
tion by 12 months. Each participant responded only 
to one of the conditions.

Figure 14.3 displays the intended sign- up rates for 
the different conditions. Generally, about 30% of the 
participants intended to sign up. However, there is 
something special about postponing saving increases 
by 12 months, where the sign up rate was 41% (p > 
0.05). This result is consistent with the Vanguard 
data, in which delaying the increase by exactly one 
year was more popular than any other choice.

The results are consistent with a combination of 
hyperbolic discounting and some type of mental ac-
counting.9 Models of hyperbolic agents could ex-
plain why many participants prefer to postpone sav-
ing increases, but it is not obvious why postponing 
the increases by 3 months, 6 months, and 9 months 

is equally attractive, yet postponing by 12 months 
is more attractive. Similarly, it is not clear why post-
poning to January is more attractive than any other 
month. We speculate that it might have something to 
do with the tradition of turning over a new leaf at the 
start of the year.

The PPA provides flexibility with respect to the 
timing of saving increases. Hence, employers could, 
for example, pick January as the month of implement-
ing saving increases to encourage employee participa-
tion. More generally, minor design elements such as 
the month of the saving increases could end up influ-
encing employee saving behavior.

inertia

The second psychological principle that guided us 
in the design of the program was inertia, or what 
Samuelson and Zeckhauser (1988) dubbed the status- 
quo bias. Inertia is known to have a dramatic effect on 
participants’ behavior in defined contribution plans. 
Typically, inertia prevents individuals from taking 
the right actions. For example, many participants do 
not rebalance their portfolios at all (Samuelson and 
Zeckhauser, 1988), whereas others do not even join 
the retirement plan, even when it is a virtual arbitrage 
opportunity (Choi, Laibson, and Madrian, 2004). 
On the other hand, inertia can also be used in a posi-
tive way to enhance plan participation. For example, 
flipping the default so that employees are automati-
cally enrolled in the plan, unless they take an action 
to opt out, increases participation rates dramatically 
(Madrian and Shea, 2001).10

The SMarT program attempts to use inertia in a 
positive way to help people reach their stated goals 
of saving more. In particular, once an individual signs 
up for the Save More Tomorrow program, future sav-
ing increases take place automatically unless the indi-
vidual changes her mind and opts out. Another plan 
design option is to automatically enroll employees 
into the Save More Tomorrow program. So, unless 
someone opts out, she will automatically be in the 
program, and future saving increases will take place 
automatically as well. Here we explore the effect of 
automatically enrolling people into our program. The 
powerful evidence on the role of inertia leads us to 
hypothesize that default choices have a significant im-
pact on participation rates in the program.

The first implementation of the program on 
an opt- out basis took place in 2003 by the Safelite 
Group, a client of Strong Retirement Services. The 
program was introduced to employees in June 2003 
with an effective saving increase date of July 2003, 
an annual increment of 1% of pay, and no synchro-
nization between pay raises and saving increases. It is 
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important to note that hyperbolic discounting prob-
ably did not play a major role in this setting because 
saving increases took place relatively soon after enroll-
ing in the program. And nominal loss aversion should 
not have played a role at all in this setting since saving 
increases took place on a set date regardless of pay 
raises. Hence, this was a unique opportunity to iden-
tify and focus on the role of inertia in the success of 
the program.

We have summary statistics on 3,640 employees 
who were already participating in the 401(k) plan as 
of May 2003, the month prior to the introduction of 
the automatic increase program. Ninety- three percent 
of participants took no action, thus they were auto-
matically enrolled in the program. Six percent actively 
opted out of the program, and the remaining one per-
cent of participants used this opportunity to increase 
their saving rate beyond the automatic increase.

Since the Safelite Group implementation in July 
2003, additional implementations on an opt- out basis 
have taken place. In our Vanguard dataset, 13 plans 
introduced an opt- out version of the program, one 
in July 2004 and the rest in 2005.11 The opt- out pro-
grams covered new hires only, and they were typically 
set with an initial deferral rate of about 3% of pay and 
an annual increment of 1% of pay. There was substan-
tial variation in the “cap,” with some plans stopping 
the increases at 5% and others stopping it at 25%, and 
even 50%. There was also substantial variation in the 
default portfolio choices, with some plans selecting a 
money market fund and others selecting a balanced 
fund or retirement date funds. Hence, this opt- out 
version of the program was more of an autopilot 
401(k) plan where enrollment, deferral rates, and 
portfolio choices were all automatically selected on 
behalf of employees, who had the option to opt out.

Figure 14.4 displays the percentage of Vanguard 
plan participants who took part in the contribution 
escalator before and after the introduction of auto-
matic enrollment, and it is based on 2,222 new em-
ployees who were eligible for the contribution escala-
tor when they were hired. In the 12 months prior to 
the implementation of automatic enrollment, 25.1% 
opted into the contribution escalator. However, 
in the 12 months following automatic enrollment, 
83.5% of the savers were participating in the escalator 
program. (The differences were statistically significant 
at the 0.01 level.) The dramatic change in participa-
tion illustrates the power of inertia and the important 
role of choice architecture.12

One caveat is that the opt- out program was gener-
ally introduced in 2005 with the first saving increase 
scheduled for 2006. Hence, we could not determine 
from our data, which ends with 2005, how many par-
ticipants, if any, opted out right before the increase. 

Data from the one plan that introduced the program 
in 2004 and already had the first increase in 2005 sug-
gest an opt- out rate of just 9%, so it does not look like 
participants opted out right before the first increase.

Another potential caveat is that opt- out programs 
might “trick” employees into a program they do not 
really want. Choi et al. (2005) provided some insight-
ful evidence on this issue from two sets of experi-
ments: one having to do with automatically enrolling 
people into a 401(k) plan at a modest saving rate (al-
though without automatic increases), and the other 
having to do with requiring employees to make an 
active choice, whether it was to join or not to join the 
plan. They found that active decision making results 
in participation rates that are similar to those of auto-
matic enrollment, so it does not look like automatic 
enrollment tricks people into the plan (at least in their 
context of a modest, yet constant, saving rate). It is 
also important to note that there is no way to avoid 
setting a default, and it is not clear that the current 
default of having procrastinators keep their low saving 
rates is a better one.

nominal loss aversion

The third psychological principle that guided the 
design of our program was nominal loss aversion. 
Loss aversion refers to the fact that the pain associ-
ated with losses is about twice the pleasure that is as-
sociated with similar magnitude gains (Tversky and 
Kahneman, 1992). To the extent that individuals 
view increased savings and the respective reduction in 
spending as a loss, loss aversion predicts that it could 
be difficult to help people save more. However, the 
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crucial factor for our program is that people tend to 
evaluate losses relative to some nominal reference 
point. For example, in a study of perceptions of fair-
ness (Kahneman, Knetch, and Thaler, 1986), subjects 
were asked to judge the fairness of pay cuts and pay 
increases. One group of subjects was told that there 
was no inflation and was asked whether a 7% wage 
cut was “fair.” A majority, 62%, judged the action to 
be unfair. Another group was told that there was a 
12% inflation rate and was asked to judge the per-
ceived fairness of a 5% raise. Here, only 22% thought 
the action was unfair.13 Of course, in real terms the 
two conditions are virtually identical, but in nominal 
terms they are quite different.

To ensure that saving increases are not perceived as 
losses, our program suggests that pay raises and saving 
increases be synchronized. For example, the program 
can be designed so that every time an employee re-
ceives a pay raise, he takes home half the raise and 
the remaining half is contributed to the retirement 
plan. This design feature ensures that the take- home 
amount does not decrease. It is, unfortunately, easier 
said than done, due to some practical implementation 
issues. For example, very often information on pay 
raises is received at the last minute and there is not 
enough time to update the contribution rate. Hence, 
we were interested in understanding the role of nomi-
nal loss aversion from both a theoretical perspective 
and a practical perspective. To the extent that nomi-
nal loss aversion does not play an important role in 
the success of the program, plan sponsors and plan 
providers could offer employees a simplified program 
where saving increases take place on a set date regard-
less of pay raises.

Ultimately, we would like to conduct a field ex-
periment in which employees are randomly assigned 
to one of two conditions. In one condition, em-
ployees would be offered the original version of the 
program, where saving increases and pay raises are 
synchronized, whereas in the other condition, saving 
increases would take place on a set date regardless of 
pay raises. There are several practical obstacles that 
make it very difficult to run such an experiment. First, 
employers are often reluctant to offer different retire-
ment plan features to different employees due to legal 
concerns. Second, it is tricky to synchronize saving 
increases and pay raises because employees would like 
to get advance notice of the forthcoming saving in-
crease, but information on pay raises is often provided 
at the last minute.

Given the above- mentioned difficulties of con-
ducting a randomized field experiment, we decided 
to conduct a survey with the help of Warren Cormier 
of the Boston Research Group (Cormier, 2006). 
The survey group included 5,246 retirement- plan 

participants served by half a dozen different vendors. 
The subjects were interviewed by phone and asked 
for their interest in joining an automatic saving in-
crease program. One group of subjects were told that 
saving increases would take place every January and 
there was no mention of pay raises. Specifically, they 
were told:

Some 401(k) plans offer a new program to make 
it easy for employees to save more. If you join the 
program, each January the percentage of your pay 
that you’re contributing to your plan will auto-
matically increase by 1%, until you reach a savings 
rate of 15%. So if you are currently contributing 
5%, the program would increase your contribu-
tion to 6%. Of course, you are in control and can 
stop the increases at any time.

Another group of subjects were further told that 
the saving increases could be synchronized with pay 
raises. Specifically, they were told:

You could also choose to have the amount you’re 
contributing automatically increase by 1% every 
time you get a pay raise instead of every January. 
With this feature, your savings will never cause 
your take- home pay to go down.

The results of the survey are displayed in fig-
ure 14.5. Thirty- two percent of the subjects said that 
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they were either very interested or extremely inter-
ested in the nonsynchronized program that automati-
cally increased their saving rates every January regard-
less of pay raises. In comparison, 38% of the subjects 
said they were either very interested or extremely in-
terested in the synchronized version of the program 
that allowed for the increases to take place every time 
a pay raise was received. (The difference in the degree 
of interest in the program is statistically significant at 
the 0.01 level.)

To summarize our findings so far, it seems as 
though inertia plays the most dominant role in the 
program, where defaulting employees into the pro-
gram results in nearly universal participation. This re-
sult might not be as trivial and as expected as it might 
seem. While defaults are very powerful, employees do 
not always stick to the default. Anecdotal evidence 
from the United States indicates that a lot of employ-
ees opt out of their defined benefit plans and select 
the lump- sum option. Similarly, Alessandro Previtero 
shared with us interesting data from Italy, where more 
than 80% of employees opted out of the default in-
vestment for their severance package.

Hyperbolic discounting also plays a role in the 
success of escalator programs, with a 12- month delay 
between sign up and saving increases raising projected 
participation by roughly 10%. As to the role of nomi-
nal loss aversion, synchronizing saving increases and 
pay raises increased the percentage of subjects who 
were either very or extremely interested in joining the 
program by 6%. It does seem, however, that the role 
of nominal loss aversion is a second- order effect.

The PPA encourages automatic enrollment with 
an initial deferral rate of at least 3% of pay. The PPA 
also encourages automatic increases to a minimum 
deferral rate of 6% of pay. Employers who follow the 
prescribed guidelines are exempt from the nondis-
crimination tests (i.e., they do not have to document 
that lower- paid employees and higher- paid employees 
are all benefiting from the plan).

The PPA seems to have incorporated the right 
design elements. It encourages automatic enroll-
ment and automatic saving increases in line with the 
research findings on the powerful role of inertia in 
participants’ behavior. In addition, the PPA provides 
flexibility on the timing of increases, but it remains 
silent on the issue of synchronization. The PPA pre-
scribes annual saving increases, but there is no re-
quirement that the increases be synchronized with 
pay raises. Given the second- order effect of nominal 
loss aversion in the program and the practical difficul-
ties in synchronizing pay raises and saving increases, 
mandating synchronization could have been exces-
sively burdensome.14

Choice Architecture and Portfolio Choices

Background

Research on participants’ behavior in retirement sav-
ing plans indicates that individuals have a hard time 
saving enough and constructing a well- diversified 
portfolio (Benartzi and Thaler, 2007). Retirement- 
plan providers have attempted to help employees 
make better portfolio choices by offering simple one- 
stop solutions. There are at least two types of portfo-
lio solutions in the marketplace, one being risk- based 
funds (often called lifestyle funds) and the other being 
retirement date funds (often called lifecycle funds). 
Risk- based funds maintain a constant level of risk, and 
they are often labeled conservative, moderate, or ag-
gressive to convey their level of risk. Employees who 
are offered risk- based funds should simply pick the 
fund that best fits their risk preferences, although we 
must admit that figuring out your risk preference is 
easier said than done.

Retirement date funds are different from risk- 
based funds in that they follow lifecycle investment 
models rather than a fixed asset allocation. In particu-
lar, retirement date funds decrease their risk level as 
the retirement date approaches. One strategy avail-
able to employees who are offered retirement date 
funds is to simply pick the fund that matches their 
projected retirement date.

We refer to risk- based funds and retirement date 
funds as asset allocation funds (although the term 
we use should not be confused with tactical asset al-
location funds that periodically make bets on certain 
asset classes). Asset allocation funds have played an 
increasingly important role in defined contribution 
plans. Hewitt Associates (2007) surveyed 146 em-
ployers and found that 57% offered retirement date 
funds and 38% offered risk- based funds. Policy makers 
also expressed interest in asset allocation funds. The 
Department of Labor has recently issued proposed 
guidelines on appropriate investments for defined 
contribution plans in the context of employees who 
are automatically enrolled into a retirement plan and 
are defaulted into an investment or portfolio set by 
their plan sponsor. The guidelines encourage the use 
of asset allocation funds.

Given the increasing role of asset allocation funds 
in retirement plans, we were interested in exploring 
the effect of choice architecture in this domain. In 
particular, we wanted to learn how the packaging of 
cash, bond funds, and stock funds into these one- 
stop portfolio solutions affects behavior. Since em-
ployees can still select any mix of cash, bonds, and 
stocks by using the underlying investment funds to 
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self- construct their own portfolio, one might view 
such repackaging as inconsequential. However, our 
data suggest that repackaging and choice architec-
ture do matter. We will begin by describing our data 
and some descriptive statistics on the usage of asset 
allocation funds and then analyze the effect of asset 
allocation funds on both equity market participation 
and the lifecycle pattern of investing.

data and descriptive statistics

Our dataset included about 1.5 million participants in 
1,830 defined contribution plans served by Vanguard.15 
The data provided a snapshot of investment elections 
made by the participants as of December 2005. In par-
ticular, we knew the total contributions made during 
December 2005, the amount invested in each of the 
asset allocation funds, and the percentage of contri-
butions allocated to equities, bonds, and cash. The 
data also included the following information for most 
participants: age, gender, plan entry date, account 
balance, and registration for the www.vanguard.com 
website, as well as proxies for household income and 
household financial wealth based on the participant’s 
nine-digit zip code.16 At the plan level, our data in-
cluded indicators for the following plan features: the 
availability of loans, the inclusion of company stock in 
the menu of funds, and access to a brokerage account.

The Vanguard set of risk- based funds included 
four LifeStrategy funds, and the set of retirement 
date funds included six Target Retirement funds. In 
most cases, the sets were offered in their entirety in 
a given plan. The funds were classified by Vanguard 
under one category, called lifecycle funds, and were 
marketed on their website (www.vanguard.com) as “a 
transparent, simple-to-use solution for identifying and 
maintaining a proper asset allocation.” Furthermore, 
according to the website, “the funds are designed as 
an investment choice for novice investors. They are 
the ‘one-stop shopping’ choice offering complete di-
versification in a single fund.”

One of the issues we had with the data was that 
the information on the menu of funds in the plan 
was recorded as of June 2005, whereas the individual 
investment elections were recorded as of December 
2005. To resolve this issue, we decided to determine 
the type of funds included in the plan by analyzing 
the contributions made in December 2005. We con-
sidered a plan to have offered a certain fund if at least 
one participant made a contribution to that fund. 
Based on this classification, we found that 520 plans 
qualified as offering retirement date funds; 811 quali-
fied as offering risk- based funds; and 95 plans offered 
both types of funds.17

We followed Benartzi and Thaler (2001, 2002) 
and examined the allocations of contributions rather 
than the allocations of accumulated account balances. 
Whereas finance theory focuses on the allocation of 
account balances or total wealth, we preferred to 
study the allocation of flows into the plan. The rea-
son for this choice was that the allocation of account 
balances was affected by the investment elections the 
participants made many years ago when they joined 
the plan and by subsequent fund performance. As 
mentioned earlier, few participants rebalanced their 
portfolio allocations. Another issue to consider is that 
retirement date funds were a relatively recent addition 
to the menu of funds available to plan participants. 
Hence, we focused on the allocations made by partici-
pants who had joined in the last two years and whom 
we dubbed new participants. Participants joining in 
those years were more likely to have been offered 
retirement date funds when they made their “criti-
cal” first selection. We also noted that retirement date 
funds became available in plans mostly during 2004 
and 2005, whereas risk- based funds had been offered 
for a longer period. Some of the new participants in 
plans that offered retirement date funds did not have 
the possibility of investing in them when they joined. 
That is not the case for plans that offered risk- based 
funds.

We began our analysis by exploring who used asset 
allocation funds and how they were used. We found 
that 37% of the plan participants who were offered 
retirement date funds used them. However, the use 
of risk- based funds was somewhat higher, with 48% of 
those who were offered risk- based funds using them. 
We suspect that the lower usage of retirement date 
funds was related to them being newer.18

We also examined the cross- sectional variation in 
adoption rates and found that women, younger em-
ployees, and those with lower monthly contributions, 
income, and wealth were more likely to use retire-
ment date funds (Table 14.1).

In particular, women were 6.0% more likely to use 
retirement date funds than men; employees in their 
20s were 8.4% more likely to use these funds than 
employees in their 60s; and, employees with the low-
est contributions were 6.2% more likely to use these 
funds than those with the highest contributions. 
Similar patterns emerged in the adoption of risk- 
based funds.

The descriptive statistics suggest that retirement 
date funds cater to demographic groups who are less 
knowledgeable about investing. For example, Dwyer, 
Gilkeson, and List (2002) and Lusardi and Mitchell 
(2005) documented that women were less knowledge-
able about financial matters than men, and Kotlikoff 
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Table 14.1 Usage of risk- based and retirement date funds

risk- based funds retirement date funds

Population subgroup hold funds (%) 100% in funds hold funds (%) 100% in funds

All 48.2 52.9 36.8 50.7

Gender

Female 49.6 53.2 32.9 38.9

Male 42.5 39.0 26.9 39.7

Difference – 7.1*** – 14.2*** – 6.0*** 0.8

Age

20– 29 50.1 57.7 40.1 46.7

30– 39 48.6 49.7 36.1 45.5

40– 49 47.1 50.3 34.8 57.1

50– 59 46.2 54.1 34.7 61.9

60– 79 43.4 55.8 31.7 67.4

Difference (old –  young) – 6.7*** – 1.9 – 8.4*** 20.7***

Monthly contributions

0– $100 53.9 74.4 40.4 67.3

$100– $200 45.1 54.5 38.0 54.9

$200– $400 47.9 46.1 35.4 46.6

$400– $800 48.2 41.6 35.8 41.2

$800+ 44.7 39.0 34.2 38.5

Difference (high –  low) – 9.2*** – 35.4*** – 6.2*** – 28.8***

Wealth

<$5,000 47.5 56.8 36.5 58.1

$5,000– $25,000 49.8 54.8 37.9 51.1

$25,000– $50,000 49.9 52.6 37.6 48.7

$50,000– $100,000 48.6 50.6 37.4 46.7

$100,000+ 45.7 48.8 35.4 45.5

Difference (high –  low) – 1.8*** – 8.0*** – 1.1* – 12.6***

Web Registration

Web registered 46.7 35.8 40.2 36.5

Not registered 49.6 68.2 32.6 73.1

Difference – 2.9*** – 32.4*** 7.6*** – 36.6***

Note: the sample includes new participants in plans that offer either risk- based or retirement date funds. the sample size is 128,540 participants for plans 
offering risk- based funds and 74,503 participants for plans offering retirement date funds. Plans that offer both are excluded. “hold funds” is the percentage 
of plan participants that include the funds in their portfolio, whereas “100% in funds” is the percentage of fund holders who hold only asset allocation funds. 
“contributions” are the monthly totals for december 2005, and “Wealth” is based on the participant’s zip code.
*significance at 10%
***significance at 1%
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and Bernheim (2001) found a positive correlation 
between income and financial literacy. According to 
Vanguard’s website, retirement date funds were “de-
signed as an investment choice for novice investors,” 
and our data suggest that they do serve this purpose.

In terms of the way in which asset allocation funds 
are being used, we investigated which employees 
tended to use them exclusively as a one- stop solu-
tion. We found the same demographic groups— that 
is, women and those with lower account balances or 
monthly contributions— were more likely to use them 
exclusively. While it is perfectly sensible for novice in-
vestors to use asset allocation funds as a one- stop so-
lution, one wonders why the seemingly more sophis-
ticated men and wealthier employees were not using 
them as the one- stop solution they were designed to 
be. We checked whether more sophisticated investors 
adopted a “core plus” strategy, where they invest most 
of their funds in an asset allocation fund but then have 
a small tilt toward a more targeted investment, such as 
an international fund. We found little of this type of 
behavior. In particular, just half (53%) of the investors 
in asset allocation funds invested all their contribu-
tions in these funds. Of the remaining 47%, four out 
of five investors placed less than half of their contribu-
tions in asset allocation funds, precluding the notion 
that asset allocation funds serve as the building block 
in a “core plus” strategy. We speculate that investors 
might fear investing in just one fund, not realizing 
that asset allocation funds are in fact well- diversified 
blends of several different funds.

asset allocation Funds and equity market Participation

In this section, we will analyze the effect of offering 
asset allocation funds to plan participants on their ex-
posure to equity markets. As long as the equity risk 
premium is positive and there are no transaction costs, 
theory predicts that investors would own at least a 
small amount of equities for diversification purposes. 
However, researchers like Mankiw and Zeldes (1991) 
and Ameriks and Zeldes (2004) showed that this is 
not the case. Many U.S. households have no expo-
sure to equities at all. In particular, Vissing- Jorgensen 
(2003) reported a large difference in participation 
rates between low-  and high- net- worth households. 
By her definitions, just 18% of the former group par-
ticipated in the equity markets, whereas 93% of the 
latter group owned stocks directly or indirectly. In 
this section, we will look at the effect of asset alloca-
tion funds on equity market participation.

Table 14.2 displays the fraction of plan partici-
pants who owned equities in their retirement account. 
We show the results for plans that (1) do not offer 
asset allocation funds, (2) offer risk- based funds, and  

(3) offer retirement date funds. Several patterns 
emerged from the results. First, we observed a posi-
tive correlation between various measures of wealth 
and equity market participation, which is consistent 
with earlier studies in this area. Second, asset alloca-
tion funds, be they risk- based funds or retirement date  
funds, increased equity market participation among 
those with lower income and account balances. Third, 
asset allocation funds did not affect equity market 
participation among the wealthiest. Since asset alloca-
tion funds increased equity market participation for 
lower- income individuals only, these funds tended to 
close the gap in stock ownership between lower-  and 
higher- income participants. Specifically, we found 
that asset allocation funds cut the “participation gap”  
in approximately half. This was true whether we 
sorted individuals on their contributions, account bal-
ances, or income. For example, the participation gap  
between those with the lowest and highest plan bal-
ances was 20.8% for plans not offering asset alloca-
tion funds. That gap, however, decreased to 9.4% and 
8.7% for plans offering risk- based funds and retire-
ment date funds, respectively.

We further ran a probit regression to explain eq-
uity market participation with participant and plan  
attributes. The regression model is given in  equa-
tion 14.1.

Equityi,j = α + β*[Contributionsi,j |  
  HasAAj ] + εi,j (14.1)

Equityi,j is an indicator for whether or not indi-
vidual i in plan j holds any equity in his portfolio; 
Contributions is the log of the participant’s total 
contributions in December 2005; and HasAAj is an 
indicator for whether or not plan j offers any type of 
asset allocation funds. The parameter estimates are 
displayed in table 14.3 with errors clustered at the 
plan level following Wooldridge (2003).

The results confirm that participation increased 
with contributions. Calculations not reported in the 
table indicate that doubling the monthly contribu-
tions to the plan increased the likelihood of the partic-
ipant owning stocks by 5.2%. More interestingly, asset 
allocation funds increased equity market participation 
by 3.1%. And the relationship between contributions 
and equity market participation was diminished for 
plans with asset allocation funds, as indicated from the 
significantly negative coefficient on the interaction 
term between asset allocation funds and contribution 
level. This latter result is consistent with the univari-
ate analysis showing that asset allocation funds raised 
participation in equity markets among lower- income 
individuals, hence closing the gap in equity market 
participation between low and high contributors to 
the plan.
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Why did the inclusion of asset allocation funds in 
the plan’s menu affect equity market participation? 
Moreover, why did it increase participation among 
lower- paid employees? One reason could be that 
these funds reduced participation costs in the equity  
market, either in terms of fees or by reducing the psy-
chic costs of choosing a fund. In the case of  Vanguard,  

there was no difference in fees since the Vanguard 
retirement date funds charged the same fees as the 
underlying funds they owned. We thus favor the view 
that the presence of these funds reduced psychic costs.

Other research also supports the psychic costs ar-
gument. Charles Schwab, for example, highlighted 
the time- saving argument on their website (www 

Table 14.2 Equity participation gap

Population subgroup no asset allocation funds 
offered

Plan offers risk- based 
funds

Plan offers retirement 
date funds

Monthly contributions

0– $100 67.8 81.5 75.9

$100– $200 77.9 81.1 85.4

$200– $400 87.2 89.8 88.7

$400– $800 91.9 92.8 92.5

$800+ 93.9 93.9 93.2

Participation gap 
(high –  low)

26.1 12.4 17.3

Account balance

0– $1,000 71.7 82.8 82.7

$1,000– $2,500 78.2 83.0 83.9

$2,500– $5,000 83.9 86.4 87.6

$5,000– $10,000 89.1 90.1 88.5

$10,000+ 92.5 92.2 91.4

Participation gap 
(high –  low)

20.8 9.4 8.7

Household income

<$30,000 78.0 83.0 86.0

$30,000– $50,000 83.3 84.8 87.7

$50,000– $75,000 85.5 87.8 89.9

$75,000– $125,000 88.4 89.8 91.4

$125,000+ 90.7 90.6 91.7

Participation gap 
(high –  low)

12.7 7.6 5.7

Age

20– 29 82.9 86.0 87.5

30– 39 85.6 89.0 88.0

40– 49 84.0 87.7 86.5

50– 59 81.5 85.3 84.7

60– 79 76.4 81.7 78.9

Participation gap 
(young –  old)

6.5 4.3 8.6

Note: the table displays the percentage of plan participants that invest in equities. We report equity market participation for participants in plans that 
(a) offer neither risk- based nor retirement date funds (n = 97,227), (b) offer risk- based funds (n = 119,917), and (c) offer retirement date funds (n = 
69,579). Participation gap is the difference in equity market participation.
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.schwab.com) by asking “Are you looking for a way 
to reach your retirement goals, but do not have the 
time to actively manage your portfolio?” Vissing-
Jorgensen (2003) used the psychic costs argument to 
explain the participation gap between individuals with 
low and high account balances. In her model, there 
was a fixed cost of learning about equity investments, 
measured as X number of hours. Since wealthier in-
dividuals could earn more dollars from participating 
in the equity market, they could afford the fixed costs 
of learning about stocks. We agree that wealthier 
individuals could earn more dollars from participat-
ing in equity markets, but it also costs them more to 
spend X hours learning about stocks, since they earn 
a higher hourly wage. As a result, it is not obvious 
that wealthier individuals have more of an incentive 
to participate in equity markets than lower-paid indi-
viduals. And therefore, it is unlikely that the implicit 
costs argument drove our results.

Another explanation for equity market nonpartici-
pation was offered by Barberis, Huang, and Thaler 
(2006). They suggested that narrow framing, the 
tendency to evaluate the components of one’s port-
folio rather than the overall portfolio, could magnify 
the risk of investing in stocks. In our setting, the nar-
row framing hypothesis would imply that some par-
ticipants were wary of holding equity funds even when 
they constructed a well- diversified portfolio because 
they were focused on and were averse to experienc-
ing losses in any element of their portfolio. Asset al-
location funds could mitigate narrow framing by 
making the individual components of the portfolio 
less “accessible.” Note, however, that asset alloca-
tion funds could mitigate narrow framing consciously 
or unconsciously. For example, investors might be 

aware that asset allocation funds invest in equities but 
find it palatable since the volatility of stock returns is 
not segregated. Alternatively, investors might not even 
be aware that asset allocation funds invest in equities.

retirement date Funds and lifecycle  
investment Patterns

Despite extensive theoretical work on the relation 
between investment horizon and optimal risk- taking 
behavior, academic “prescriptions” are still mixed on 
whether or not there should be a relation between age 
and portfolio choices as well as on the exact form of 
the relation. Seminal work by Samuelson (1969) and 
Merton (1969) suggested that under certain condi-
tions, the optimal allocation to the risky asset should 
remain constant over the life cycle. In other words, 
portfolio choices should be independent of both age 
and wealth. On the other hand, Bodie, Merton, and 
Samuelson (1992) and Viceira (2001) incorporated 
labor income and human capital as part of one’s over-
all portfolio and came to a different conclusion. In 
particular, they proposed that the allocation to the 
risky asset should decrease with age. Most financial 
advisors agree with this advice. One often quoted rule 
of thumb is that a person’s asset allocation to equities 
should be equal to 100 minus her age.19

The empirical evidence on actual lifecycle invest-
ment patterns is also mixed. Bodie and Crane (1997) 
found a strong negative relation between age and the 
fraction of the portfolio invested in stocks. Holden 
and Derhei (2005) also found a negative relation be-
tween equity holdings and age in a large sample of 
401(k) plans. Ameriks and Zeldes (2004) used the 
different research approach of separating the decision 

Table 14.3 Equity market participation

(1) (2)

variable coefficient standard error coefficient standard error

HasAA 1.023*** 0.377 1.084*** 0.329

Contributions 0.367*** 0.032 0.322*** 0.032

HasAA*Contributions – 0.161*** 0.058 – 0.173*** 0.050

Constant – 0.994 0.213 – 0.880*** 0.351

Controls – +

Participants, plans 329,024 1,772 328,192 1,744

Note: the table provides regression results for the following probit model:

Equityi,j = α + β*[Contributionsi,j | HasAAj ]+ εi,j

the dependent variable is an indicator equal to 1 if the participant invests in equities. the regressors are the log of the monthly contributions in december 2005 
and an indicator equal to 1 if the plan offers any type of asset allocation funds. column (1) presents regression results without plan level controls, and column  
(2) presents results with the following plan- level controls: portion of female participants, average contributions, average account balance, average tenure, per-
centage of web- registered users, whether the plan offers a loan, company stock or brokerage account, and the size of the plan as proxied by the log number of 
participants. errors are clustered at the plan level to further account for plan- level effects.
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to own any stocks from the decision of how much 
stock to own. They find that older people are less 
likely to own stocks, a result driven mainly by plan 
participants either selling all of their equity holdings 
at retirement or annuitizing. However, conditional 
on owning some stock, they found very little correla-
tion between age and the fraction invested in stocks.

Our main interest was whether the inclusion of 
asset allocation funds in the plan alters the relation 
between age and risk- taking behavior. Although it 
is not theoretically clear what the “correct” relation 
should be, we were able to show that the menu of 
funds presented to individuals affected employees’ 
choices. Panel A of table 14.4 compares the average 
equity exposure of new participants who held risk- 
based funds to those who held retirement date funds 
in December 2005. We broke the two samples down 
by age groups as follows: 20– 29, 30– 39, 40– 49, 50– 
59, and 60– 79. Participants who held both types of 
funds were excluded.

The relation between age and equity holdings was 
relatively flat for those investing in risk- based funds. In 
particular, it went down from about 69% in stocks for 
those in their 20s and 30s to 62% in stocks for those 
in their 60s. In contrast, investors in retirement date 
funds exhibited a much stronger correlation between 
age and risk- taking behavior. In particular, the alloca-
tion to stocks decreased from 80% for the youngest 
group to 43% for the oldest group. We tested the dif-
ferences in equity holdings between those who owned 
risk- based versus retirement date funds using both an 
ANOVA test and a Mann- Whitney Wilcoxon rank 
test. And we confirmed that investors in retirement 
date funds hold significantly more equity at the be-
ginning of the life cycle and significantly less equity at 
later stages of the life cycle.

We also compared the two groups to a benchmark 
group of individuals in plans that offered neither type 
of funds. We found that investors in risk- based funds 
displayed a risk- age relationship that was close to the 
benchmark, whereas retirement- date investors had an 
average of 11% more in stocks in their 20s and 16% 
less in stocks when they were over 60.

The fact that investors who held retirement date 
funds displayed a strong correlation between age 
and equity holdings was not expected by construc-
tion, since investors could have utilized other funds 
to achieve their desired lifecycle pattern of risk taking. 
However, the more interesting finding is that investors 
who used risk- based funds did not appear to have a 
pronounced relation between age and risk- taking be-
havior. Note that we focused our analysis on new hires, 
so inertia could not explain the observed pattern.

One caveat is that there could be a selection bias in 
who chooses asset allocation funds. For example, it is 
plausible that those who choose retirement date funds 

prefer to decrease their portfolio risk as they get older, 
whereas those who choose risk- based funds have a 
preference for a constant allocation. Furthermore, it is 
plausible that investors in asset allocation funds would 
have picked the exact same risk level even if they had 
not had access to asset allocation funds and had to 
self- construct their portfolios.

To avoid the selection bias discussed above, we 
considered the effect of having access to asset allo-
cation funds for all the participants in the plan and 
not just those selecting asset allocation funds. Panel 
B of table 14.4 displays the results. Again, there was a 
stronger downward- sloping relation between age and 
risk- taking behavior for plans offering retirement date 
funds than plans offering risk- based funds or plans of-
fering neither.

In Panel C of table 14.4, we eliminated partici-
pants who did not own any equities from the analysis 
for two reasons. First, similar to Ameriks and Zeldes 
(2004), we attempted to separate the decision to have 
any stock from the choice of how much stock to own. 
Second, all asset allocation funds in our sample in-
vested in equities, so it seemed consistent to compare 
investors in asset allocation funds to the population 
of participants investing in stocks. We observe similar 
patterns for this subsample. Specifically, the average 
equity exposure in plans offering risk- based funds was 
74% for the youngest participants and slightly lower, 
68%, for the oldest group of participants. Again, plans 
offering retirement date funds exhibited a stronger 
correlation between age and equity exposure, with 
the youngest participants having 80% in stocks versus 
61% for the oldest group.

Another caveat is that the menu of funds available 
to employees could reflect their underlying prefer-
ences. For example, one might argue that plan ad-
ministrators who select retirement date funds had 
previously realized that participants in their plans are 
inclined to have portfolios that become more conser-
vative with age. We addressed this potential bias by 
looking at the lifecycle pattern of investing for par-
ticipants in plans offering asset allocation funds who 
decided to self- construct their portfolios. Specifically, 
we examined those who held at least two funds, none 
of which was an asset allocation fund. Requiring a 
minimum of two funds increased the likelihood of the 
participant self- constructing his portfolio as opposed 
to being defaulted into a fund by the employer. We 
found a relatively flat relation between age and equity 
exposure for plans offering risk- based funds and re-
tirement date funds (remember, the plans offer asset 
allocation funds, but our analysis focuses on those not 
picking the asset allocation funds). This result sug-
gests that employees in plans offering risk- based ver-
sus retirement date funds are unlikely to be dramati-
cally different a priori.
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We further accounted for the plan- selection bias 
using a regression model. Table 14.5 shows the re-
sults of a censored regression (the lower bound is 0% 
and the upper bound is 100%) for the percentage of 
equity in the portfolio against age, whether the plan 
had risk- based or retirement date funds, and interac-
tion terms as specified in equation 14.2. Regression 

Table 14.4 Average allocation to equity by age

Panel a –  Participants investing in asset allocation funds

investors in risk- based investors in retirement date Benchmark

age equity (%) difference from 
benchmark

equity (%) difference from 
benchmark

equity (%)

20– 29 69.4 +0.5*** 79.6 +10.7*** 68.9

30– 39 69.9 – 0.4 73.7 +3.7*** 70.0

40– 49 68.5 +0.3* 62.8 – 5.4*** 68.2

50– 59 65.0 +0.3 53.0 – 11.7*** 64.7

60– 79 61.8 +2.6*** 43.0 – 16.2*** 59.2

Young –  old 7.6*** 36.6*** 9.7***

Panel B –  all participants in plans that offer asset allocation funds

Plans offer risk- based funds Plans offer retirement date funds Benchmark

age equity (%) difference from 
benchmark

equity (%) difference from 
benchmark

equity (%)

20– 29 64.0 +0.8*** 69.7 +6.5*** 63.2

30– 39 67.0 +0.5** 68.1 +1.6*** 66.5

40– 49 64.7 +0.7*** 62.4 – 1.6*** 64.0

50– 59 60.2 +0.7** 56.3 – 3.2*** 59.5

60– 79 55.8 +2.7*** 48.3 – 4.8*** 53.1

Young –  old 8.2*** 21.4*** 10.1***

Panel c –  Participants in plans that offer asset allocation funds, conditional on owning equity

Plans offer risk- based funds Plans offer retirement date funds Benchmark

age equity (%) difference from 
benchmark

equity (%) difference from 
benchmark

equity (%)

20– 29 74.4 – 1.8*** 79.7 +3.5*** 76.2

30– 39 75.3 – 2.3*** 77.4 – 0.2 77.6

40– 49 73.8 – 2.4*** 72.2 – 4.0*** 76.2

50– 59 70.6 – 2.4*** 66.4 – 6.6*** 73.0

60– 79 68.4 – 1.0 61.1 – 8.3*** 69.4

Young –  old 6.0*** 18.6*** 6.8***

Note: this table displays the percentage of the portfolio invested in equities. Panel a includes participants that invest in asset allo-
cation funds, though those investing in both risk- based and retirement date funds are excluded. Panel B includes all participants in 
plans that offer either risk- based or retirement date funds, but not both. Panel c is restricted to participants in these plans who have 
some exposure to equities, so participants without any equity exposure are excluded. the benchmark column refers to the average 
fraction allocated to equities in plans that do not offer asset allocation funds.
*averages are significantly different at 10%
**averages are significantly different at 5%
***averages are significantly different at 1%

results are reported in column (1) without plan- level 
controls and in column (2) with plan- level controls. 
The plan- level controls included portion of female 
participants, average monthly contribution, average 
account balance, average tenure, percentage of web- 
registered users, whether the plan offered loans, com-
pany stock, or a brokerage account, and the size of the 
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plan using the log number of participants as a proxy. 
Errors are clustered at the plan level to further ac-
count for plan- level effects.

PctEquityi,j = α + β*[Agei,j HasRB|  
  Agei,j HasRDj|Agei,j] + εi,j (14.2)

When the plan did not include asset allocation 
funds (HasRB = HasRD = 0), the results indicated a 
hump- shaped relation between age and equity expo-
sure, with the maximum at about age 37. The coeffi-
cients for plans that offer risk- based funds (HasRB = 1)  
were small and barely significant, indicating that the 
risk- based funds did not alter substantially the rela-
tion between age and risk taking. However, retire-
ment date funds changed the fitted relationship by 
making it downward- sloping for ages 25 and above. 
The slope was also steeper at older ages, as indicated 
by the negative interaction coefficient.

We derived the marginal effects by calculating the 
expected change in allocation to equity when sub-
tracting or adding 10 years of age from the sample 
average, which was about 38. Compared to the allo-
cation at age 38, the allocation at age 28 was lower by 
1.5% in plans with no asset allocation funds and lower 

by 1.6% in plans with risk- based funds, but it was 
higher by 1.8% in plans with retirement date funds. 
Thus, the relationship was downward sloping in early 
ages only when retirement date funds were offered. 
On the other hand, the allocation was always down-
ward sloping between ages 38 and 48. The slope was 
rather flat in the former cases, 2.4% and 2.0%, and was 
steeper for plans with retirement date funds, 4.2%.

The last caveat we addressed was that retirement 
date funds were introduced throughout 2004 and 
2005, and that some of these replaced risk- based 
funds with participants being “mapped” from the risk- 
based funds into the retirement date funds based on 
their age. It is plausible that our results were affected 
by inertia; that is, participants who were mapped to a 
retirement date fund and never bothered to change 
their portfolio allocations. To eliminate the possibil-
ity that our results may have been partially driven by 
participant inertia, we excluded 52 plans that shifted 
from risk- based to retirement date funds. The results 
were virtually identical to those reported earlier.20

To summarize, choice architecture does affect port-
folio choices. The seemingly inconsequential packag-
ing of cash, bonds, and stocks into one- stop asset 

Table 14.5 Effect of risk- based and retirement date funds on  
equity allocation

(1) (2)

variable coefficient standard error coefficient standard error

Age 2.031*** 0.429 1.852*** 0.468

Age2 – 0.028*** 0.005 – 0.028*** 0.006

HasRB 3.824 11.885 5.981 9.864

HasRB*Age – 0.175 0.550 – 0.309 0.454

HasRB*Age2 0.003 0.006 0.004 0.006

HasRD 31.886*** 8.532 25.953*** 8.582

HasRD*Age – 1.228*** 0.416 – 1.009*** 0.391

HasRD*Age2 0.011*** 0.005 0.009** 0.005

Intercept 30.473*** 8.937 35.945*** 12.252

Controls – +

N Observations 329,024 328,192

Note: the table provides regression results for the following censored regression:

PctEquityi,j = β*[Agei,j HasRBj|Agei,j HasRDj|Agei,j] + εi,j

PctEquityi,j is the percentage invested in equities by participant i in plan j. HasRBj and HasRDj are 
indicators for whether plan j offers risk- based funds and retirement date funds, respectively. the regression 
model is estimated as a censored regression (lower bound = 0, upper bound = 100%). column 1 presents 
regression results without plan level controls, and column 2 presents results with the following plan- level 
controls: portion of female participants, average contributions, average account balance, average tenure, 
percentage of web- registered users, whether the plan offers a loan, company stock or brokerage account, 
and the size of the plan as proxied by the log number of participants. errors are clustered at the plan level to 
further account for plan- level effects.
**coefficient is different than zero at 5%.
*** coefficient is different than zero at 10%
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allocation solutions does affect investor behavior. In 
particular, asset allocation funds enhance equity mar-
ket participation among lower- paid employees, and as 
a result, they reduce the equity market participation 
gap between lower-  and higher- paid employees. We 
also find that the type of asset allocation funds being 
offered, be they risk- based funds or retirement date 
funds, affects the lifecycle pattern of investing.

Summary and Conclusions

We have highlighted the importance of design fea-
tures of retirement plans and have argued that design 
does matter and seemingly inconsequential design el-
ements could be important. We believe that the PPA 
is an example of good choice architecture. The main 
design feature of the PPA has to do with design for 
errors or inaction; that is, what happens if people do 
nothing? In the case of the PPA, employees who take 
no action might still save for retirement as long as 
their employer follows the PPA prescription of auto-
matically enrolling employees into the plan and esca-
lating their deferral rates periodically.

While the PPA has made great use of good choice 
architecture, it is important to note that there are 
many domains where choice architecture could be 
improved. Consider, for example, the Medicare 
Prescription Drug Program, often referred to as 
Medicare Part D. There are dozens of different plans 
offered in each state, making the decision very com-
plicated. The plans actually differ by state, making 
it impossible for individuals to consult with friends 
or family members living in other states. There is no 
spell- checker, despite the difficulty of properly spell-
ing the names of some prescription drugs. And there 
is no default, unless there are two eligible individuals, 
in which case they are assigned randomly to one of 
the plans. Part D is just one of many domains where 
more research on choice architecture could benefit 
society.
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1. A concise description of the event can be found in the 
U.S. Nuclear Regulatory Fact Sheet. Retrieved from http://

www.nrc.gov/reading-rm/doc-collections/fact-sheets/ 
3mile-isle.html

2. Huberman and Jiang (2006) extended the analysis 
used by Benartzi and Thaler and showed that employees 
were more likely to use the 1/n heuristic when the number 
of funds was small and when 100% is divisible by n. For ex-
ample, only 5% of those selecting 9 funds used an approxi-
mately equal allocation across the 9 funds, whereas 53% of 
those using 10 funds used an equal allocation.

3. It is beyond the scope of this paper to cover all the 
design issues of the Pension Protection Act.

4. One legitimate concern is whether we have tricked 
people into the program, an issue we will address later.

5. Save More Tomorrow™ is a registered trademark of 
Shlomo Benartzi and Richard H. Thaler. The program is 
also referred to as the SMarT program, “auto- increase,” and 
“contribution escalation.” Firms are more than welcome to 
use the program free of charge as long as they are willing to 
share data for research purposes.

6. For a summary of the legislative changes around the 
world, see Retirement Security Project, (2006); and Iwry, 
(2006).

7. OneStep Save™ is a registered trademark of  Vanguard.
8. One could potentially argue that requiring individuals 

to choose the month of saving increase is inconsistent with 
the spirit of the program, which is to make saving decisions 
as simple as possible. Choi et al. (2005) provided evidence 
that simplifying the enrollment process, so that individuals 
joining a 401(k) plan should only have to check the “yes” 
box to a predetermined combination of saving rate and in-
vestment elections, increases participation rates.

9. See work by Thaler (1999) on mental accounting.
10. Also see work by Johnson and Goldstein (2003) on 

the effect of defaults on organ donations. They find that 
countries with explicit consent have about 10% to 20% of 
people make their organs available for donation, whereas 
countries with implicit consent have about 90% of people 
make their organs available (i.e., only 10% opt out).

11. About 50 Vanguard clients are in the process of im-
plementing the program on an opt- out basis.

12. We attempted to explore demographic differences 
between those who opted out and those who did not, but 
unfortunately, we had very little demographic information 
on the new hires.

13. See also work by Shafir, Diamond, and Tversky 
(1997).

14. Other design elements we explored are the annual in-
crease increment and the “cap” (i.e., the rate at which saving 
increases stop). We found that employees are insensitive to the 
annual increment being 1% or 2% of pay. Similarly, we found 
that employees are insensitive to the cap being set at either 
10% or 20% of pay. However, setting an unrealistically high 
cap tends to demotivate employees and reduce sign- up rates.

15. Yamaguchi et al. (2007) explored a closely related 
dataset and found similar results.
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16. A company called IXI collects retail and IRA asset 
data from most of the large financial services companies. IXI 
aggregates the data from all companies at the nine- digit zip 
code level and then calculates the average household assets 
by zip code. On average, there are 10 to 12 households in 
a nine- digit zip code area. Next, IXI assigns a wealth rank 
(from 1 to 24) to each area. We narrow the ranks into 5 
groups, with the respective ranges displayed in Table 14.1.

17. Unfortunately, the limited data we had about the 
plans in our sample did not allow us to determine if adop-
tion of such funds are related to certain plan characteristics.

18. One concern is that some plans might have offered 
asset allocation funds as the default investment option, and 
we know this could have had a strong effect on take- up rates. 
We believe our results are unlikely to be affected by this issue 
for a couple of reasons. First, we would have expected far 
higher take- up rates had asset allocation funds been used as 
defaults. Second, most plan sponsors did not use asset alloca-
tion funds as defaults prior to the PPA.

19. Bodie and Crane (1997) described this rule of 
thumb and other generally accepted lifecycle investment 
prescriptions.

20. We attempted to use time- series data on the 52 plans 
that switched from risk- based to retirement date funds. 
Unfortunately, we did not have a sufficiently large number 
of new hires in those plans to conduct a meaningful analysis.
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Chapter 15

Behavioral Economics Analysis of 
Employment Law
Christine Jolls

The employment relationship is often one of life’s 
most important relationships. In both the United 
States and other countries, this relationship is subject 
to a wide range of legal requirements. Some of these 
legal rules regulate the formation and conduct of labor 
unions, while other rules govern employer- employee 
relationships regardless of employees’ union status. 
The present essay discusses some of the central ways 
in which the second set of rules— often referred to 
in the United States as “employment law”— may be 
analyzed using behavioral economics. Because both 
the effects and the normative desirability of employ-
ment law turn in significant part on how employees 
and employers act in response to this law, behavioral 
economics holds clear importance for studying em-
ployment law.

This essay will draw upon a typology of behav-
ioral economics offered by Thaler (1996). According 
to Thaler, behavioral economics can be character-
ized in terms of three “bounds” on human behav-
ior: bounded willpower— people have trouble con-
forming their actions to their previously made plans; 
bounded self- interest— people depart from neoclassi-
cal economic notions of material self- interest maximi-
zation; and bounded rationality— people make judg-
ment errors and depart from expected utility theory. 
Existing work in behavioral law and economics has 
examined the implications for employment law of 
the second and third bounds, as detailed in the sec-
tions “Bounded Self- Interest and Minimum Wage 
Regulation” and “Bounded Rationality, Employment 
Discrimination Law, and Employment Mandates” 
below. By contrast, bounded willpower has received 
very little attention in behavioral economics analysis 
of employment law, so I will begin there.

As the section “Bounded Willpower, Wage Pay-
ment Law, Pension and Social Security Regulation, 
and Age Discrimination Law” below describes, a sur-
prisingly diverse set of employment law rules may 

be illuminated by considering bounded willpower. 
Bounded willpower suggests that individuals often 
greatly— “quasi- hyperbolically”— discount the future,  
and an important and much- studied implication of 
such behavior is that at any given point in time, indi-
viduals will fail to put adequate funds aside for their 
retirement even though their preferred plan would 
entail such saving. How does employment law re-
spond to this disjunction between plans and actions?

One response it gives is to make some retirement  
saving from employees’ earnings a mandatory fea-
ture of employment, as occurs through the Social 
Security system (which is discussed more fully below). 
But other employment law mechanisms are more 
subtle— and more directed to encouraging, rather 
than compelling, retirement saving by individuals 
with bounded willpower. The section “Wage Payment 
Law” suggests that this form of law supports the reli-
ability of compensation in part through bonus pay-
ments, which are far more likely than ordinary wages 
to generate substantial retirement saving by individu-
als with bounded willpower. In addition, the regu-
lation of employer- provided pension plans under the 
Employee Retirement Income Security Act (ERISA) 
targets bounded willpower both directly— through 
restrictions on early withdrawals from pension plans— 
and indirectly— through incentives provided to cor-
porate executives, as described in the section “Pension 
Regulation.” Finally, the section “Age Discrimination 
Law” provides an account of how age discrimination 
law may encourage retirement saving among individ-
uals with bounded willpower by facilitating the use 
of back- loaded wage profiles, which place limits on 
the level of liquidity- constrained employees’ present 
consumption.

The section “Bounded Self- Interest and Minimum 
Wage Regulation” describes evidence that employers 
and employees are frequently engaged in a “fairness 
dynamic” as a result of bounded self- interest. In the 
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fairness dynamic, employers choose to pay employ-
ees more than the minimum amount those employees 
would accept in exchange for their labor, and em-
ployees respond to such “fair behavior” by working 
harder than they otherwise would. The fairness dy-
namic turns out to have a number of implications for 
employment law’s minimum wage regulation (Jolls, 
2002). An interesting feature of the discussion in this 
section is that behavioral economics— although it is 
often viewed as comparatively more supportive than 
neoclassical economics of greater legal regulation— 
may at times carry a deregulatory impulse.

The section “Bounded Rationality, Employment 
Discrimination Law, and Employment Mandates” de-
scribes how both judgment errors and departures from  
expected utility theory have been brought to bear 
on the analysis of important features of employment 
law. “Erroneous” judgments (a concept that will be 
developed below) are relevant to understanding both 
the effects of existing employment discrimination 
law (Jolls, 2007a) and the desirability of proposed 
reforms of that law (Krieger and Fiske, 2006; Fiske 
and Krieger, this volume). Meanwhile, with respect 
to departures from expected utility theory, behav-
ioral economics analysis of the “endowment effect” 
(Thaler, 1980) highlights the importance of the pres-
ence versus the absence of particular legally mandated 
employee benefits— such as health insurance and 
workplace leave— to equilibrium outcomes; in the 
presence of the endowment effect, the fact that a par-
ticular employee benefit is not contracted for, even in 
a market with perfect information, does not lead to 
the neoclassical economic prediction that mandating 
the benefit operates effectively as a tax that will de-
press employment levels (Jolls, Sunstein, and Thaler, 
1998).

As described in this essay, a great many important 
features of employment law— from pension regulation 
to minimum wages to prohibitions on employment 
discrimination to mandated health insurance and 
workplace leave— are illuminated by behavioral eco-
nomics. In some cases, behavioral economics analysis 
seems to produce a better fit with existing legal rules 
than does familiar neoclassical economic analysis; em-
ployment law rules that tend to be viewed critically 
by neoclassical economic analysts appear more sen-
sible when viewed through a behavioral lens. At other 
times, as in the work of Krieger and Fiske (2006; Fiske 
and Krieger, this volume), the behavioral economics 
perspective suggests existing legal shortcomings that 
only come into focus through the adoption of this 
perspective. Both in understanding and in improving 
employment law, then, behavioral economics has an 
important role to play.

Bounded Willpower, Wage Payment Law,  
Pension and Social Security Regulation,  
and Age Discrimination Law

A large- scale study by Merrill Lynch asked baby 
boomers, “What percentage of your annual house-
hold income are you now saving for retirement?” and 
“What percentage of your annual household income 
do you think you should save for retirement?” The 
average gap between the two answers was 11% of 
household income (Bernheim, 1995).1 Why might 
people choose to spend their earnings despite their 
stated desire to save for retirement?

Behavioral economics analyzes the disjunction be-
tween intentions and actual behavior by emphasizing 
the concept of bounded willpower— people’s inability 
to stick to plans they set for themselves. Much em-
pirical evidence supports the idea of such bounded 
willpower, as discussed below. Perhaps unsurprisingly, 
then, the law makes a wide range of attempts to in-
crease people’s retirement saving in the face of their 
apparent bounded willpower. Some of the law’s at-
tempts, such as the facilitation of Individual Retire-
ment Accounts (IRAs), occur wholly outside of the 
employer- employee relationship, but others occur 
through regulation of this relationship and, thus, are 
discussed below. Behavioral economics illuminates 
how a diverse set of employment law rules— some 
having no direct relationship to retirement saving— 
are likely to increase such saving among individuals 
with bounded willpower.

Before proceeding, it is important to distinguish 
the discussion here from the existing literature on ac-
tual and potential legal responses to boundedly ra-
tional behavior— especially in the form of status quo 
bias and the resulting influence of default options— in 
the retirement saving context. Benartzi and Thaler 
(2007) provided a comprehensive recent survey of 
how bounded rationality shapes retirement saving be-
havior. The focus here, by contrast, is on bounded 
willpower.

Bounded Willpower

The problem of bounded willpower arises in a wide 
range of domains. People may choose to consume 
desserts over salads, start new projects rather than fin-
ishing old ones, and fail to go to the gym regularly 
despite their earnestly laid plans to do so. The discus-
sion of bounded willpower here, however, focuses on 
the specific domain of retirement saving.

A study by Richard Thaler (1981) provided an 
early suggestion of the strong impatience that many 
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people display for immediate over delayed financial re-
wards. Thaler asked subjects to imagine that they had 
won $15 in a lottery and could either take the money 
now or put it away for later. The subjects were asked 
how much they would require for waiting to be as 
attractive as immediate payment, with time horizons 
of 1 month, 1 year, and 10 years. Subjects were spe-
cifically instructed to assume that the money would 
be preserved in a risk- free setting with no chance of 
future nonpayment. The median amounts stated for 
the 1- month, 1- year, and 10- year periods were $20, 
$50, and $100 respectively. These answers imply aver-
age annual discount rates of 345%, 120%, and 19% for 
the 1- month, 1- year, and 10- year periods.

Frederick, Loewenstein, and O’Donoghue (2002) 
provided a graphical illustration of the evidence from 
a range of empirical studies of discount rates that, as 
in Thaler’s study, declined with the time horizon. 
The vertical axis on their graph shows the discount 
factor, and the horizontal axis shows the time hori-
zon. The graph shows that the longer the time ho-
rizon, the higher the discount factor— and thus the 
lower the discount rate. Frederick, Loewenstein, and 
O’Donoghue further showed that the pattern of 
declining discount rates with the length of the time 
horizon is almost solely a product of people’s strong 
impatience for near- term rewards; when they omit-
ted studies with time horizons of less than one year 
from their analysis, discount rates and the length of 
the time horizon across the remaining studies were 
essentially uncorrelated.

The evidence discussed by Frederick, Loewenstein, 
and O’Donoghue points strongly toward a pattern 
under which periods after the present are discounted 
substantially in relation to the present but are dis-
counted only modestly in relation to other periods. 
Mathematically, an individual’s discount factor— the 
weight attached to utility in period k— may be ap-
proximated by D(k) = βδk (for k > 0 and β, δ ∈ (0,1)), 
where β reflects the discounting of all periods other 
than the present and δ reflects the successively higher 
discounting of periods further into the future. This 
form of discounting is called quasi- hyperbolic.

Further empirical support for the sort of discount-
ing discussed here comes from the observation of 
preference reversals in intertemporal decision making. 
A preference reversal occurs when an individual pre-
fers to receive (say) $110 a week after a specified fu-
ture date to $100 on this date but then, when the date 
actually arrives, prefers to receive $100 immediately 
to $110 in a week. Such inconsistency over time is 
an obvious consequence of the asymmetric discount-
ing of future periods depending on whether they are 
being compared to other future periods or to the 
present. Frederick, Loewenstein, and O’Donoghue 

(2002) referred to a number of empirical studies that 
revealed such preference reversals.

With hyperbolic discounting, an individual will 
tend to defer saving in favor of present consumption 
in each period, even though such deferral is inconsis-
tent with what the individual would have wanted to 
do in that period if the individual had been able to 
make an earlier choice about behavior in that period. 
Indeed, in some cases it is possible to show (Phelps 
and Pollak, 1968, p. 196 n1) that a pattern in which 
the individual is unconstrained in the consumption- 
saving decision in each period is Pareto inferior 
to— that is, worse for the individual in every period 
than— a pattern in which the individual is constrained 
to save in every period. Intuitively, all of the individ-
ual’s temporal selves can be made better off through 
a commitment of each self not to give in to present 
desires to consume.2

Many responses to bounded willpower in the 
retirement saving context are possible, but one in-
triguing potential response that operates without any 
form of direct legal constraint— a theme to which I 
will return below— is the recharacterization of em-
ployees’ earnings through various forms of men-
tal accounting. Some earnings do not appear to be 
coded as “available for present consumption” in the 
same way that ordinary wages are. People appear far 
more likely, for example, to save substantial fractions 
of bonus payments, even when they fail to engage in 
substantial saving out of funds received as ordinary 
wages (Thaler, 1990). Contrary to the assumption of 
neoclassical economics, not all dollars are treated the 
same (Zelizer, 1994). Thaler and Shefrin (1981) ref-
erenced the example of Japan, where bonus schemes 
are common and retirement saving rates are high. 
Links between this phenomenon and employment 
law will be explored below.

Implications of Bounded Willpower for Wage payment 
Law, pension and Social Security regulation, and age 
discrimination law

This subsection discusses a diverse range of employ-
ment law rules in light of bounded willpower in the 
retirement saving context.

Wage payment LaW

As just noted, many people save substantially more 
out of bonuses than out of regular wage payments 
(Thaler, 1990). However, an important issue with 
compensating employees in part through bonuses is 
that, relative to ordinary wages, bonuses can be highly 
unreliable; precisely the feature that makes bonuses 
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more conducive to retirement saving— their lumpy 
nature, by contrast with the payment of wages at more 
frequent intervals— makes them less likely actually to 
be paid because employees may have limited leverage 
against their employers by the time bonuses become 
due. Indeed, even with ordinary wages, employers 
historically would sometimes refuse to pay employees 
for work done, notwithstanding the fact that the fre-
quency of ordinary wage payments meant employees 
might have the opportunity to stop working in re-
sponse to the nonpayment of wages. With bonuses, by 
contrast, typically all of the work has been performed 
by the time the lump- sum bonus becomes due.

Employment law’s response to the danger of with-
held wages, bonuses, and other forms of compen-
sation came in the form of wage payment statutes, 
which are common across the United States. These 
statutes require the regular payment of wages and 
provide employee- friendly procedures and remedies 
to ensure that the right to payment of earned wages 
is protected. Whereas in the absence of wage payment 
statutes an employee’s remedy for unpaid wages would 
lie purely in contract— with the recovery equal merely 
to the owed wages and the employee responsible for 
paying an attorney to bring suit— wage payment law 
creates a penalty system designed to give employers 
adequate incentives to make regular wage payments. 
Employers who violate the statutes may be liable for 
liquidated damages or even criminal sanctions as well 
as being responsible for the cost of the employee’s 
attorney (e.g., Wash. Rev. Code ch. 49.48). In many 
states, wage payment law embraces bonuses (at least 
under some circumstances) as well as ordinary wages 
(e.g., Gurnik v. Lee, Ind. Ct. App. 1992); in this way, 
employment law supports retirement saving by indi-
viduals with bounded willpower.

Note that the discussion here is descriptive rather 
than normative; it concerns the effects of wage pay-
ment law on retirement saving, not the normative de-
sirability of such law. From a normative perspective, a 
general concern with legal support for compensation 
through bonuses as a mechanism for encouraging 
retirement saving is that, absent the possibility of a 
Pareto improvement for all of an individual’s multiple 
selves (a prospect briefly noted above), it is unclear 
whether increasing retirement saving is, on balance, 
normatively desirable; assuming, plausibly, that such 
an increase often benefits future selves at the expense 
of earlier selves, an argument in favor of that ordering 
is needed.

Beyond this general issue, a potential concern with 
legally supporting bonus- based compensation as a 
way of encouraging retirement saving is that, precisely 
because individuals account for bonuses in a way dif-
ferent from the way they account for ordinary wages, 

it is possible that employers are more able to cut, or 
fail to increase, compensation than they would be able 
to do if the compensation were paid solely in the form 
of ordinary wages. Kahneman, Knetsch, and Thaler 
(1986) presented the following two questions to sur-
vey respondents:

Question 6A. A small company employs 
several people. The workers’ incomes have been 
about average for the community. In recent 
months, business for the company has not 
increased as it had before. The owners reduce 
workers’ wages by 10% for the next year.

Question 6B. A small company employs 
several people. The workers have been receiv-
ing a 10% annual bonus each year and their 
total incomes have been about average for the 
community. In recent months, business for the 
company has not increased as it had before. 
The owners eliminate the workers’ bonus for 
the year.

While only 39% of respondents presented with the  
first question found the wage reduction acceptable, 
80% of respondents presented with the second ques-
tion found the elimination of the bonus acceptable. 
In the present context of retirement saving, because 
a substantial fraction of bonus payments goes to 
saving— which by hypothesis is undervalued by indi-
viduals’ present selves— employers relying on bonuses 
may over time face lower total compensation demands 
from their employees than employers relying solely on 
ordinary wages.

penSIon reguLatIon

An obvious mechanism for retirement saving is 
employer- sponsored pension plans. The central em-
ployment law governing such plans is ERISA, which 
imposes various requirements on these plans in order 
for the plans to qualify for favorable federal income 
tax treatment. Because of the magnitude of the tax 
advantages, in practice employer- sponsored pension 
plans tend to conform to ERISA’s requirements. The 
discussion here will focus on 401(k) plans, which are 
individual employee retirement accounts and which 
represent the major vehicle through which most em-
ployees today participate in employer- sponsored pen-
sion plans.

The most direct prediction of bounded willpower 
is that individuals will often be tempted to withdraw 
401(k) funds for current consumption. To be sure, 
such withdrawals might be desirable in some cases 
even for an individual with unbounded willpower, as 
an emergency might have arisen. But an individual 
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with bounded willpower will be tempted to make 
withdrawals even apart from such exigencies.

ERISA’s restrictions on employees’ ability to make 
early withdrawals from 401(k) plans can be understood 
as a natural response to bounded willpower. (Weiss, 
1991, offers related discussion.) Under ERISA, em-
ployees who wish to make early withdrawals typically 
must establish that they fall into a set of categories 
structured around either exigent circumstances or al-
ternative forms of earning or saving (see Treas. Reg. 
§1.401(k)- 1(d)). The first category includes prevent-
ing eviction or home foreclosure and covering major 
medical expenses; the second category includes pur-
suing higher education (which generally increases 
earnings) and purchasing a primary home (an alterna-
tive form of saving). Interestingly, individuals asked 
whether they would prefer to face fewer restrictions 
on withdrawals generally reported that they would  
not prefer fewer restrictions (Laibson et al., 1998). 
ERISA does allow 401(k) plans to permit borrowing 
by individuals against the plan proceeds,3 although 
such borrowing is probably made less likely by the fact 
that in mental accounting terms the funds have been 
“marked” for long- term purposes (Thaler, 1994). 
Finally, ERISA is a mandatory regime and, thus, can-
not be avoided by a contrary agreement between em-
ployer and employee; otherwise, much of the benefit 
of ERISA in responding to the problem of bounded 
willpower could disappear because profitable renego-
tiation of limitations on withdrawals would exist at 
times at which individuals are tempted to spend (al-
though the mental accounting point might be enough 
to prevent such an outcome). At bottom, then, ERISA 
sets up a flexible regime— more flexible, for instance, 
than the sort of uniform tax discussed by Beshears  
et al. (2005) or than illiquid assets that are costly to 
unload in exigent circumstances— that nonetheless 
helps to support retirement saving by individuals suf-
fering from bounded willpower.4

An additional aspect of ERISA that responds to 
the problem of insufficient retirement saving under 
bounded willpower is the way in which the statute 
harnesses the personal incentives of corporate exec-
utives in the service of increased retirement saving. 
Because of the high income and wealth of many cor-
porate executives, putting aside funds for retirement 
will typically be less difficult for these individuals than 
for individuals at the low end of the wage scale. (Note 
that the point is not that corporate executives have 
fewer bounds on their willpower as a general matter. 
Plenty of corporate executives have as much trouble 
sticking to their exercise plans as the rest of society 
does. The point here is simply that it will typically 
take less willpower to put aside money for retirement 
when one is earning at a high level than when funds 
are scarce.) Thus, a reasonable worry with respect to 

retirement saving is that those at the helm of firms 
will not have sufficient incentives to structure 401(k) 
plans in ways that provide the broadest possible sup-
port for saving by individuals with bounded will-
power. In response to this worry, ERISA limits re-
tirement contributions by high- level employees unless 
low- level employees are participating to an adequate 
degree (see, e.g., Bankman, 1988). These limitations 
encourage corporate executives to think creatively 
about structuring 401(k) plans to encourage saving in 
a robust way (Thaler, 1994).

In a clear example of the effects of this aspect of 
ERISA, Thaler and Benartzi (2004) described how ex-
ecutives at one company sought to increase low- level 
employees’ saving (in order to increase the executives’ 
own retirement saving options) through a 401(k) plan 
structure called Save More Tomorrow. Under this 
plan, which was developed by Thaler and Benartzi, 
individuals are invited to save a fraction of future pay 
(often, but not always, taken from future pay raises). 
Because individuals are not being asked to reduce 
their current consumption in any way, bounded will-
power is less likely to interfere with a decision to save. 
In fact, the Save More Tomorrow plan has produced 
striking increases in retirement saving at some early- 
adopting companies (Thaler and Benartzi, 2004; see 
also Benartzi, Peleg, and Thaler, this volume). At one 
company, for example, those who participated in the 
plan— the vast majority of employees— more than tri-
pled their saving rates in 28 months.

As with respect to the effects on retirement saving 
of covering bonuses under wage payment law, the nor-
mative analysis here is complex. Once again it is possi-
ble that the law benefits future selves at the expense of 
earlier selves, with the attendant normative question 
of the desirability of that outcome. Alternatively, it is 
possible that— precisely because individuals’ present 
selves show limited concern with retirement saving— 
individuals will care less about their compensation 
levels with a Save More Tomorrow or similar plan in 
place. In other words, if such a plan were in place, 
an individual might have a less negative reaction to 
getting a 3% raise instead of a 5% raise because much 
of the pay increase would be going to retirement sav-
ing instead of present consumption. Regardless of the 
normative analysis, however, what is clear is the de-
scriptive point that ERISA’s nondiscrimination rules, 
in encouraging steps such as the adoption of Save 
More Tomorrow plan, are likely to have the effect of 
increasing retirement saving.

SoCIaL SeCurIty

Both wage payment law and ERISA impose various 
mandatory terms in employer- employee relation-
ships— terms that I have suggested tend to have the 
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effect of increasing retirement saving by individuals 
with bounded willpower. But these mandatory terms 
operate in conjunction with voluntary choices made 
in the employer- employee relationship; employers 
need not use employee bonuses or offer pension plans 
at all, but if they do, then mandatory rules under 
wage payment law and ERISA attach.

A different type of employment law mandate that 
also may be understood as a response to bounded 
willpower is the Social Security system. Social Security 
is, in magnitude terms, a very significant aspect of 
the “employment contract” between employers and 
employees; those who work— and only those who 
work— make contributions to the program, retire-
ment benefits are limited to the employees who 
contributed and to the dependents of these employ-
ees, and the dollar amounts involved are very large 
(Feldstein and Liebman, 2002).

Employer- employee agreement is always insuffi-
cient to avoid the requirements of the Social Security 
system; in any employment relationship, Social 
Security payroll deductions must be made. And, in 
contrast to the case of employer- provided pension 
plans under ERISA, with Social Security there is no 
opportunity for early withdrawal or borrowing, no 
matter how exigent the circumstances. Thus, Social 
Security can be (and commonly is, see, e.g., Weiss, 
1991; Feldstein and Liebman, 2002) understood as 
an employment law response to bounded willpower 
in the retirement- saving context.

Once again, it is important to distinguish the 
descriptive claim that employment law (here in the 
form of Social Security) facilitates retirement saving 
by individuals with bounded willpower from the nor-
mative claim that this form of regulation is desirable. 
Even if one is willing to average gains and losses of 
different temporal selves (abandoning a Pareto stan-
dard), adopting a Social Security system in response 
to bounded willpower may or may not increase so-
cietal welfare (Amador, Werning, and Angeletos, 
2006; Imrohoroglu, Imrohoroglu, and Joines, 2003; 
Kumru and Thanopaulos, 2008). The descriptive 
claim that Social Security increases retirement saving 
in a world of bounded willpower, while not com-
pletely uncontroverted, is on relatively firmer ground.

age discrimination law

An additional potential means of facilitating retire-
ment saving in a world of bounded willpower is the 
back- loading of wages. If funds do not arrive until 
later in the life cycle, individuals are effectively forced 
not to spend them earlier (except in the event that 
they are able to borrow against the back- loaded 
amounts— something we observe only to a limited 
degree in practice).

In fact, substantial empirical evidence suggests that 
a pattern of back- loaded wages— wages that slope 
upward with age even after controlling for changes 
in productivity— exists for many employees (e.g., 
Medoff and Abraham, 1980, 1981). Explanations 
for the apparent appeal of back- loaded wages in-
clude not only the bounded willpower emphasized 
here but also incentive- based explanations (Lazear, 
1979) and psychological explanations rooted in indi-
viduals’ desire to experience gains over time (Frank 
and Hutchens, 1993; Loewenstein and Sicherman, 
1991). Note that the linking of back- loaded wages 
to bounded willpower requires that individuals can-
not renegotiate their wage levels during periods of 
temptation to spend— an assumption that may be rea-
sonable in many cases because a wage change would 
not be reflected until the individual’s next paycheck 
at the earliest. (See Laibson et al., 1998, for a related 
discussion.)

An important problem with back- loaded wages, 
however, is that they are highly vulnerable to exploi-
tation by employers in the absence of effective legal 
constraints; at the end of the life cycle, when the back- 
loaded portion of employees’ compensation comes 
due, employees will be net drains on employers, and 
therefore employers will be eager to discharge them 
if possible. Such cost- based discharges are in fact a 
frequent feature of litigated age discrimination cases. 
(See Jolls, 1996, for examples and further discus-
sion.) Thus, the legal limitations on the discharge 
of older workers under the Age Discrimination in 
Employment Act (ADEA) may facilitate reliance on 
back- loaded wages. (See Neumark and Stock, 1999, 
for corroborating empirical evidence.)

It bears noting, however, that if back- loaded wages 
are desired solely because of bounded willpower and 
not in part because of the incentive or psychologi-
cal considerations noted above, then alternate forms 
of legal intervention might be the optimal response. 
In particular, back- loaded wage entitlements could be 
packaged as vested portable pensions, so that older 
employees would not present higher current wage 
costs for employers (Jolls, 1996). With the removal 
of such higher wage costs, the employer opportunism 
problem noted above would disappear. In the absence 
of vested portable pensions, however, support for 
back- loaded wage structures through the ADEA will 
tend to encourage retirement saving among individu-
als with bounded willpower.

Once again, the analysis here is descriptive in na-
ture. A normative account of the ADEA as a response 
to bounded willpower in the retirement saving context 
would be subject to the now- familiar caveats about the 
conflict between maximizing the satisfaction of earlier 
versus later selves’ preferences and about the potential 
effects on employees’ overall level of compensation.
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Bounded Self- Interest and Minimum  
Wage Regulation

Turning from bounded willpower to bounded self- 
interest, behavioral economics has emphasized the 
way in which individuals often choose actions that do 
not maximize their material self- interest. Substantial 
empirical evidence suggests that in the employment 
context, employees often respond to “fair” wages by 
working harder than they otherwise would (even ab-
sent any mechanism for adjusting wages in response 
to the effort level). The present section first describes 
this “fairness dynamic” and then discusses its implica-
tions for minimum wage regulation.5

the fairness dynamic in employer- employee 
relationships

As Robert Solow has written (1990, pp. 9– 10), “The 
fundamental reason for believing that fairness is a fac-
tor in labor markets is what we know about our own 
society and culture. . . . Wage rates and employment 
are profoundly entwined with social status and self- 
esteem.” Indeed, fairness may play many important 
roles in wage setting and other aspects of the employ-
ment relationship. Studies by Kahneman, Knetsch, 
and Thaler (1986), Blinder and Choi (1990), and 
Campbell and Kamlani (1997), for example, ex-
amined perceptions of the fairness or unfairness of 
wage adjustments in response to various demand-  or 
supply- side shifts in the economy and found that such 
perceptions had significant effects. Fairness also ap-
pears to play a major role in the determination of the 
relative wages of various groups of employees within 
a firm, as Levine (1993) and Bewley (1999, pp. 75– 
82), among others, have emphasized.

The discussion below, however, focuses not on this 
whole range of fairness behavior in the employment 
relationship but rather on one specific form of such 
behavior. That behavior has its theoretical basis in the 
efficiency wage model of Akerlof and Yellen (1990). 
In this model, employers pay wages above employees’ 
“reservation wage”— the minimum level they would 
demand for their services— in order to induce recip-
rocation in the form of high levels of effort. On a 
macroeconomic level, this fairness dynamic can ex-
plain the otherwise puzzling existence of involuntary 
unemployment in the economy.6

Almost a century ago, Sumner Slichter (1929) em-
phasized the role of fair treatment in spurring high 
levels of effort by employees. Slichter noted that the 
poor state of the economy beginning in 1920 had not 
led to a reversion to the harsh labor practices that pre-
vailed in the “buyers’ market” for labor before the 

First World War, and he concluded that “possibly the 
most important determinant of post- war labor poli-
cies . . . has been the growing realization by manag-
ers of the close relationship between industrial morale 
and efficiency” (pp. 396– 397, 401).

Fehr, Kirchsteiger, and Riedl (1993) provided 
strong empirical support for the Akerlof and Yellen 
version of the efficiency wage model. The authors’ ex-
perimental results have been replicated in numerous 
subsequent studies, including one in which the stakes 
were two to three times the participants’ monthly 
incomes.7

In the first stage of Fehr, Kirchsteiger, and Riedl’s 
experiment, “employers” were given a specified pe-
riod of time in which to bid for the services of a 
single, unknown “employee.”8 Bids consisted of the 
wage that the employer would pay the employee. In 
the second stage, those employees who had accepted 
offers of employment at the specified wages were able 
to set an effort level at which they would perform. 
Higher effort levels were associated with increases in 
employers’ payoffs, because employers earned higher 
profits, but with decreases in employees’ payoffs, be-
cause effort was costly. Wages were not made contin-
gent upon effort levels, and employers had no ability 
to retaliate for low effort levels in future periods be-
cause they did not know the identity of their particu-
lar employee. Thus, it was impossible for employers to 
induce high effort levels by a strategy of monitoring 
employees and punishing them for poor performance.

According to the traditional model, the re-
sults of this experiment would be quite predictable. 
Employees will always choose the minimum effort 
level in the second period so as to maximize their 
payoffs; their wage has been fixed in the first period, 
punishment for low effort is not feasible, and effort is 
costly. Employers, aware of this incentive, should as-
sume low employee effort and offer a wage that puts 
employees just above their “reservation level” (the 
minimum level they would demand for their services). 
Employees should accept the offered wage since it is 
above the reservation level. The result is a low- wage, 
low- effort equilibrium. Does this simple prediction 
square with the experimental results? No. Employers 
in the above setting typically chose wage levels above 
the level predicted by the analysis just described, and 
employees responded by choosing effort levels signifi-
cantly in excess of the minimum feasible level.

These results suggest concerns with fairness. Work-
ers who receive wages above the low level predicted 
by the traditional analysis may offer high levels of ef-
fort in response based on their perceptions of the fair-
ness of the employers’ behavior, and employers, aware 
of this result, can maximize their profits by offering 
such generous wages. This is the basic mechanism 
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contemplated by the Akerlof and Yellen theory. Sub-
sequent work by Fehr et al. (1998) confirmed the fit 
between the Akerlof and Yellen model and the be-
havior observed in the experiments by showing that 
employers’ offers of high wages do not reflect an un-
willingness by employees to work for less but instead, 
as envisioned by the efficiency wage model, reflect a 
desire by employers to encourage high levels of effort 
by paying employees more than the reservation level 
they would demand for their services.

Considerations of fairness arise in the context 
under discussion because when employers cannot 
directly monitor their employees’ effort (as in the 
experiments here), employers seek to encourage em-
ployees to perform well in response to being offered 
“fair” wages. Where high effort cannot be ensured 
through monitoring and punishment, a fair wage pro-
vides an alternative means by which an employer may 
be able to encourage an employee to exert effort.

In broad terms, the fairness dynamic described 
here is consistent with the literature in economics 
and political science suggesting the efficiency aspects 
of “trust” relationships. Empirically, there is some 
evidence that higher levels of trust are correlated 
with better economic performance across regions and 
across countries (e.g., La Porta et al., 1997). These 
results suggest that the opportunity to build upon 
trust relationships enhances efficiency.

implications of the fairness dynamic for minimum 
Wage regulation

At the most basic level, the fairness dynamic suggests 
that a minimum wage requirement may be less neces-
sary to raise wages than might otherwise be thought, 
as the essential idea behind the dynamic is that em-
ployers and employees may find their way to an equi-
librium with higher wages entirely on their own. But 
at some level this observation is too simple, for one 
premise of the fairness dynamic is that high effort can-
not be ensured by the direct mechanism of monitor-
ing effort and then punishing employees who fail to 
perform up to par. Such monitoring and punishment 
are obviously possible in some settings, and thus a 
more refined set of conclusions from the fairness dy-
namic focuses on settings in which a minimum wage 
requirement is likely to be more or less necessary to 
raise wages.

The discussion to follow emphasizes the ease of 
monitoring rather than the ease of punishment for 
low effort by an employee because the former seems 
easier to theorize about a priori.9 The discussion uses 
differences in the likely ease of monitoring to try 
to make sense of the scope of coverage of the mini-
mum wage requirement of the Fair Labor Standards 

Act (FLSA) and to predict variations in the degree 
of compliance with this requirement within covered 
sectors. The basic insight is that once fairness is taken 
into account, a minimum wage requirement is less 
necessary to raise wages, all else equal, in situations 
in which employees are difficult to monitor than in 
situations in which they are relatively easy to monitor. 
(A minimum wage may still be important in setting 
expectations of what counts as a “fair” wage, how-
ever.) If employees are difficult to monitor, then fair-
ness considerations may push toward a higher wage 
wholly apart from legal regulation, as employers strive 
to pay employees “fairly” in order to encourage dili-
gence and hard work on the employees’ part. If, by 
contrast, monitoring is relatively easy, then fairness 
considerations do not create any upward pressure 
on wages because employees can simply be fired if 
monitoring discloses that they have not performed 
well. Minimum wage laws are more necessary to raise 
wages, all else equal, in the latter context.

In terms of the FLSA’s coverage, the claim here 
will not be that the fairness dynamic provides a com-
prehensive framework to make sense of the overall 
statutory structure of the FLSA’s minimum wage re-
quirement. That requirement is subject to a number 
of rather random- sounding exemptions, including for 
various employees working in the fishing and agricul-
tural industries, employees working in summer camps 
and similar recreational establishments, and employ-
ees employed by small newspapers or telephone com-
panies.10 The analysis offered here does not purport 
to explain all of these exemptions, just to make some 
sense of the specific ones discussed below.

the historical exemption of domestic  
ServICe empLoyeeS

Until 1974, all domestic service employees were ex-
empt from the FLSA (Smith, 2000). At one level, this 
exemption seems quite surprising, as at least some 
domestic employees are quite vulnerable as economic 
actors. Why should these employees have been ex-
cluded from the coverage of the minimum wage 
requirement?

Concerns of family privacy have been adduced in 
support of the exemption of domestic service employ-
ees (Smith, 1999). (Other accounts emphasize racial 
aspects, as noted below.) As one historical source put 
it, “[The domestic’s] position is peculiar. She is in the 
family, but not of it.”11

The fairness dynamic, however, provides an in-
teresting variation on this theme of household “pri-
vacy.” Some forms of household work— for instance, 
care for children— are difficult to monitor. While one 
knows whether the employee is present for work, the 
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quality of the work is, or can be, extremely subtle in 
its variations, in ways that cannot be monitored well 
unless the employer hovers over the employee, which 
of course would tend to defeat the purpose of hiring 
the employee in the first place. The fairness dynamic 
suggests that employers and employees may end up 
at an equilibrium with a higher- than- expected wage, 
and a correspondingly higher level of effort, without 
the intervention of a minimum wage requirement. If 
this analysis carries some truth, then a minimum wage 
requirement may be less necessary to raise the wages 
of certain domestic service employees than to raise the 
wages of otherwise similar employees working in dif-
ferent settings.

Of course, many domestic service employees per-
form tasks— such as various housework duties— that 
may not involve the sort of discretion associated with 
child care, and much of the literature on domestic 
service employees and their abuse at their employ-
ers’ hands focuses directly on such employees, who 
are not the subject of the fairness argument here and 
who may very well desperately need the protection 
of a minimum wage requirement (e.g., Smith, 2000). 
Moreover, at the other end of the spectrum, certain 
domestic service employees— such as high- level pro-
fessional nannies— are in a different category from 
those domestic service employees who could conceiv-
ably stand to gain from the application of a minimum 
wage requirement, as high- level professional nannies 
earn dramatically in excess of the minimum wage (see, 
e.g., Eaton, 1998). However, as described by Jolls 
(2002), some in- home child- care workers do earn 
relatively low wages (and presumably also did in the 
past, although it is hard to get access to good data for 
the pre- 1974 period for child- care workers as distin-
guished from other domestic service employees); thus 
it remains an interesting question whether it makes 
sense for the minimum wage requirement to apply to 
these child- care workers.

It is important to emphasize that the notion of a 
“higher wage” equilibrium as a result of the fairness 
dynamic does not necessarily ensure that the employ-
ees in question were earning— prior to the elimination 
in 1974 of the FLSA exemption— a “living wage,”  
that is, one capable of sustaining them at reasonable 
standards. Even a wage above the minimum required 
by the FLSA might well not be a living wage; whether 
it is depends, of course, on the gap between the le-
gally required minimum and the level required for a 
living wage. As an interesting point of comparison, 
in the Fehr, Kirchsteiger, and Riedl study (1993) de-
scribed above, the result of fairness behavior is an av-
erage wage that is more than twice that predicted by 
the traditional economic theory.

Note that the point here is not that Congress 
drafted the exemption for domestic service employ-
ees based on the fairness dynamic described above. 
My point here is not to describe the intent or goals 
of Congress. Instead, the fairness dynamic provides a 
possible rationalization, or way to make sense, of the 
statutory exemption of domestic service employees, 
whose exclusion Linder (1987, 1992, pp. 154– 155) 
suggested in fact resulted from racism on the part of 
New Deal lawmakers.

the failure to cover independent contractors

The FLSA’s minimum wage requirement applies to 
“employees” but not to “independent contractors.” 
Unlike the limit pertaining to domestic service em-
ployees, this limit on the coverage of the FLSA con-
tinues in effect today. As with the aspects of the FLSA 
discussed above, it may be possible to make some 
sense of this feature of the law by reference to the fair-
ness dynamic and the relative difficulty of monitoring 
independent contractors versus employees.

Under the FLSA, whether an individual is an in-
dependent contractor or an employee turns on the 
following factors:

1. The nature and degree of the employer’s con-
trol as to the manner in which the work is to be 
performed

2. The individual’s opportunity for profit or loss 
depending upon his managerial skill

3. The individual’s investment in equipment or ma-
terials required for his task, or his employment of 
workers

4. Whether the service rendered requires a special 
skill

5. The degree of permanency and duration of the 
working relationship

6. The extent to which the service rendered is an 
integral part of the employer’s business12

The first, fourth, and fifth of these factors are likely 
to correlate with the difficulty of monitoring an in-
dividual’s work. The less control an employer has as 
to the manner in which the work is to be performed 
(the first factor), the more difficult it may be for the 
employer to monitor that work. Similarly, the more 
skilled the individual’s work (the fourth factor), the 
more difficult it may be for the employer to monitor 
the work. And finally, the lesser the degree of perma-
nency and duration of the working relationship (the 
fifth factor), the greater the difficulty of (successful) 
monitoring of the individual’s work, as there will not 
be a long horizon over which the employer can look 
for poor performance. Based upon these factors, the 
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work of independent contractors may be more diffi-
cult, all else equal, to monitor than that of employees, 
and thus, according to the fairness dynamic, the ap-
plication of a minimum wage requirement will be less 
necessary, all else equal, to raise the wages of indepen-
dent contractors than to raise the wages of employees.

The fairness dynamic thus provides some assis-
tance in making sense of the oft- criticized failure of 
the FLSA to cover independent contractors. This is 
not to say, though, that every exclusion accomplished 
by that coverage failure makes sense; some exclusions, 
such as that by some courts of migrant farm workers, 
seem hard to consider sensible or warranted.

CoStS of mInImum Wage LaW

The central implication of the fairness dynamic is that 
the minimum wage requirement of the FLSA is less 
necessary, all else equal, to raise wages in settings in 
which monitoring is difficult than in settings in which 
monitoring is less difficult. But perhaps this argument 
implies nothing more than that a minimum wage re-
quirement would simply be irrelevant in settings in 
which, because of monitoring difficulties, fairness 
pushes up wages without the need for legal interven-
tion. What are the costs, if any, of imposing a mini-
mum wage requirement? Why bother exempting cer-
tain employees if the law would simply be irrelevant 
to them given the operation of the fairness dynamic?

From a law and economics perspective, it may 
seem obvious that any form of legal regulation is likely 
to carry with it costs, so that a regulation that is be-
lieved to produce no or few positive effects obviously 
should not be imposed. But it is worth pausing briefly 
to consider what exactly these costs might be insofar 
as minimum wage regulation is concerned.

First, like any legal regulation, a minimum wage 
requirement imposes administrative costs, for even an 
employer who has conformed substantively to the re-
quirement may always be haled into court and asked 
to prove to the court’s satisfaction that it has done 
so. The associated legal and other costs may be sub-
stantial. Furthermore, an employer who must be able 
to prove in court that it has met the minimum wage 
requirement will need to track and maintain records of 
the specific number of hours worked by each employee 
in exchange for the pay received by the employee, and 
this practice obviously entails costs. Most related to 
the ideas explored above, it may be the case that mini-
mum wage regulation in a particular setting would 
serve as a signal to market participants that employ-
ers are not sufficiently trustworthy to be left on their 
own in setting wages. Minimum wage regulation thus 
might disrupt the operation of the fairness dynamic.

poLItICaL orIentatIon

As suggested at the beginning of this essay, it is inter-
esting to observe that the policy implications of the 
fairness dynamic tend to be distinctly of the laissez- 
faire variety. If people will behave appropriately with-
out legal regulation— as the fairness dynamic suggests 
they may— then perhaps the market should be left to 
function without legal regulation. This creates an in-
triguing political juxtaposition, as political liberals are 
probably more open in general to the importance of 
a phenomenon like fairness, but then when one looks 
to implications for the law it turns out that, at least in 
this context, the conclusions are generally more apt to 
please political conservatives.

While some might naturally assume that behavioral 
economics (as compared to traditional economic the-
ory) is more, rather than less, likely to provide norma-
tive support for legal intervention— and while in some 
cases, such as in the discussion of judgment errors and 
employment discrimination law, below, this may be 
true— the case of fairness is an important counter-
example. If we take seriously the idea that people care 
about fair treatment, they may be more likely than we 
would otherwise assume to resolve their conflicts on 
their own, and the role of the law will accordingly be 
reduced.

Two qualifications to this statement are impor-
tant. First, an implicit assumption underlying the 
laissez- faire nature of the normative conclusion just 
outlined is that the benefit of pushing up wages out-
weighs the cost of the reduced employment that is 
likely to come along with higher wages for those 
who remain employed. When a minimum wage is 
imposed by Congress, one might reasonably assume 
that the trade- off between higher wages and higher 
employment has been resolved by the polity in favor 
of higher wages (assuming that there is in fact such a 
trade- off ). But when the increase in wages occurs, as 
in the discussion here, through the operation of mar-
ket forces rather than through legislation, it is, ironi-
cally, possible at least in theory that the resulting wage 
is too high relative to the social optimum, and thus 
that government intervention is needed to protect 
opportunities for employment from encroachment 
by excessive wage levels. So fairness, in this particular 
context, could conceivably argue for the necessity of 
market intervention rather than against the necessity 
of such intervention.

Second, it is possible that the occurrence of the 
fairness dynamic may turn on cultural or other simi-
larities within the workplace. Trust may not be able 
to cross cultural barriers, and if so, legal intervention 
may remain necessary to achieve desirable outcomes. 
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The more general point is that it is often more difficult 
than observers have realized to generalize about the 
political orientation of behavioral law and economics.

Bounded Rationality, Employment  
Discrimination Law, and Employment Mandates

This section addresses employment law responses to a 
third bound on human behavior, bounded rationality. 
Because of the breadth of the category of bounded 
rationality, it is useful to subdivide this category into 
the subcategories of judgment errors and departures 
from expected utility theory.

Judgment errors and employment discrimination law

This subsection begins by describing the nature of 
judgment errors and then discusses the ways in which 
concerns about judgment errors both are and are not 
well addressed by existing employment discrimination 
law.13

Judgment errors

One important general way in which human rational-
ity is bounded is that people rely on mental short-
cuts or rules of thumb— known as heuristics— that 
function well in many settings but lead to systematic 
errors in others. Consider, for instance, the well- 
known study involving people’s judgments about a 
31- year- old woman, Linda, who was concerned with 
issues of social justice and discrimination in college.14 
People tended to say that Linda was more likely to 
be a “feminist bank teller” than to be a “bank teller.” 
This judgment is patently illogical, for a superset can-
not be smaller than a set within it. The source of the 
mistake is the representativeness heuristic, by which 
events are seen to be more likely if they “look like” 
certain causes. In the case of Linda, the use of the rep-
resentativeness heuristic leads to a mistake of elemen-
tary logic— the conclusion that characteristics X and 
Y are more likely to be present than characteristic X.

Research in cognitive psychology emphasizes 
that heuristics of this kind frequently work through 
a process of “attribute substitution,” in which peo-
ple answer a hard question by substituting an easier 
one (Kahneman and Frederick, 2002). For instance, 
people might resolve a question of probability not by 
investigating statistics, but by asking whether a rel-
evant incident comes easily to mind. Often (although 
not always) the use of the heuristic occurs without 
any conscious awareness on the part of the actor; 
within the domain of “dual process” approaches (see, 
generally, Chaiken and Trope, 1999), heuristic- based 

thinking is typically rooted in System 1, which is 
rapid, intuitive, and error- prone, rather than in the 
more deliberative System 2.

An important category of System- 1 thinking, 
which may be heuristic- based in an important sense, 
is implicit bias on the basis of race and other group- 
based traits. Such implicit bias is most familiarly as-
sociated with scores on the Implicit Association Test 
(IAT), which has been taken by large and diverse pop-
ulations on the Internet and elsewhere (Greenwald, 
McGhee, and Schwartz, 1998; Nosek, Banaji, and 
Greenwald, 2002; see also Hardin and Banaji, this 
volume). The IAT asks individuals to perform the 
seemingly straightforward task of categorizing a se-
ries of words or pictures into groups. Two of the 
groups are racial or other categories, such as “black” 
and “white,” and two of the groups are the catego-
ries “pleasant” and “unpleasant.” In the version of 
the IAT designed to test for implicit racial bias, re-
spondents are asked to press one key on the computer 
for either “black” or “unpleasant” words or pictures 
and a different key for either “white” or “pleasant” 
words or pictures (a stereotype- consistent pairing); in 
a separate round of the test, respondents are asked to 
press one key on the computer for either “black” or 
“pleasant” words or pictures and a different key for 
either “white” or “unpleasant” words or pictures (a 
stereotype- inconsistent pairing). Implicit bias against 
African Americans is defined as faster responses when 
the “black” and “unpleasant” categories are paired 
than when the “black” and “pleasant” categories are 
paired. The IAT is rooted in the very simple hypoth-
esis that people will find it easier to associate pleasant 
words with white faces and names than with African 
American faces and names— and that the same pattern 
will be found for other traditionally disadvantaged 
groups. In fact, implicit bias as measured by the IAT 
has proven to be extremely widespread; most people 
tend to prefer white to African American, young to 
old, and heterosexual to gay (Greenwald, McGhee, 
and Schwartz, 1998; Nosek, Banaji, and Greenwald, 
2002).

Implicit bias is System 1 in nature because it is 
largely automatic; the characteristic in question (skin 
color, age, sexual orientation) operates so quickly in 
the relevant tests that people have no time to deliber-
ate. It is for this reason that people are often surprised 
to find that they show implicit bias. Indeed, many 
people say in good faith that they are fully committed 
to an antidiscrimination principle with respect to the 
very trait against which they show a bias (Greenwald, 
McGhee, and Schwartz, 1998). Not surprisingly, this 
sort of bias has complex implications for employment 
law rules regulating discrimination on the basis of race 
and other group- based traits, as discussed next.
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implicit Bias and employment discrimination law

In some ways, implicit bias raises the possibility that 
existing employment discrimination law has bias- 
reducing effects beyond those usually contemplated; 
in other ways, implicit bias suggests important short-
comings of existing employment discrimination law.

The Bias- Reducing effecTs of exisTing 
employmenT discRiminaTion law

As summarized by Jolls (2007a), a substantial lit-
erature in employment discrimination law argues that 
existing law is severely misguided as a result of its fail-
ure to target implicitly biased behavior for legal prohi-
bition. The central target of existing employment dis-
crimination law is consciously, rather than implicitly, 
biased behavior. Nonetheless, Jolls (2007a) empha-
sized that existing law does have important effects on 
implicit bias because in prohibiting consciously biased 
employment actions, as well as in restricting harass-
ing behavior in the workplace, existing law helps to 
reduce implicit bias in employment relationships.

Consider, first, the prohibition by existing employ-
ment discrimination law of consciously biased hiring 
decisions, firings, and other employment actions. This 
prohibition naturally tends to increase workplace diver-
sity, and substantial evidence suggests that more diverse 
environments encourage lower implicit bias (Dasgupta  
and Asgari, 2004; Lowery, Hardin, and Sinclair, 2001; 
Richeson and Ambady, 2003). Thus existing employ-
ment discrimination law will tend to reduce implicit 
bias (Jolls, 2007a). Lowery, Hardin, and Sinclair 
(2001), for example, found that an in- person IAT ad-
ministered by an African American rather than a white 
experimenter yields significantly lower measured levels 
of implicit bias. In other words, people’s speed in char-
acterizing black- unpleasant and white- pleasant pairs is 
closer to their speed in characterizing black- pleasant 
and white- unpleasant pairs when an African American 
experimenter is present. Similarly, Richeson and Am-
bady (2003) found that white test subjects paired with 
an African American partner exhibited less implicit bias 
as measured by the IAT than white test subjects paired 
with a white partner. These findings suggest that sim-
ply by increasing the level of population diversity in 
the workplace, existing employment discri mination law 
tends to reduce the level of implicit bias.15

A similar analysis applies to the prohibition by em-
ployment discrimination law of harassing behavior 
in the workplace. Both evidence and common sense 
suggest that the presence of stereotypic images of a 
particular group— for instance, a pin- up calendar fea-
turing nude women in submissive poses— tends to in-
crease implicit bias with respect to that group.16 If so, 
then, by restricting negative or demeaning depictures 

of particular groups, existing harassment law helps to 
reduce the level of implicit bias (Jolls, 2007a).

The limiTs of exisTing employmenT 
discRiminaTion law

The suggestion above was that the asserted irrel-
evance of existing employment discrimination law to 
the phenomenon of implicit bias was overstated; exist-
ing law, although it does not aim at implicit bias in 
any direct way, nonetheless is likely to have the effect 
of reducing such bias in the workplace. Still, it is to be 
expected that the formulation of existing law without 
real attention to the problem of implicitly biased be-
havior would leave such behavior underregulated in 
important ways, and Krieger and Fiske’s recent work 
developed a particularly significant respect in which 
this is true (Krieger and Fiske, 2006).

Krieger and Fiske observed that under existing 
law, an employer may defend against a claim of em-
ployment discrimination by establishing that when it 
made the challenged employment decision it was act-
ing under an “honest belief ” that the employee had 
a particular problem or flaw; the law is inattentive 
to the possibility that the perception of the problem 
or flaw may itself be the product of racial or other 
group- based bias. Thus, for instance, if an employer 
establishes in court that it terminated an employee for 
(what the employer perceived was) poor performance, 
the employer automatically prevails even though, as 
Krieger and Fiske noted, there is a real chance that 
the employer’s perception was influenced by implicit 
bias (pp. 1036– 1038). In one striking study they 
described, subjects needed to rank the importance 
of education and relevant job experience for choos-
ing a high- level construction manager. In the study, 
when the male candidate had more education and less 
relevant job experience, subjects reported that they 
viewed education as more important than job experi-
ence, and most selected the male candidate. But when 
the male candidate had more job experience, subjects 
ranked job experience as more important, and again 
most selected the male candidate. The subjects’ “hon-
est belief ” appeared to be that they were choosing 
based on either education or job experience, and in-
deed when subjects were required to rank the criteria 
before knowing how the male and female candidates 
fared, the gender bias largely disappeared. But in the 
real world, in which traits are known as information 
is being processed, Krieger and Fiske suggested that 
an “honest belief ” may often bear a heavy racial or 
other imprint. Note that this argument is most ap-
plicable to cases of subjective “honest” reasons; ob-
jective reasons— for instance, the employee’s atten-
dance record— would be at least somewhat easier to 
pinpoint as biased if, indeed, they were.
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As Krieger and Fiske noted, the scope of their 
argument is substantial because in a world in which 
antidiscrimination ideals hold strong sway, “people 
whose preferences are implicitly shaped by group 
membership spontaneously search for independent 
decision criteria consistent with their preference, and 
use those criteria to justify their choices to themselves 
and others” (p. 1037). Ironically, the very strength 
of the norms against discrimination in today’s society 
encourages decision makers to think in ways that do 
not appear to them to be biased— even when they are.

departures from expected utility theory and  
employment mandates

A second type of boundedly rational behavior involves 
departures from expected utility theory. The follow-
ing discussion first describes this category and then 
identifies how departures from expected utility theory 
help to predict the effects of a range of employment 
mandates, from health insurance mandates to family-  
and medical- leave mandates.17

departures from expected utility theory

Although expected utility theory is a foundational 
aspect of traditional economics, empirical depar-
tures from the precepts of this theory are common. 
A prominent example is the endowment effect, ac-
cording to which individuals’ behavior is influenced 
by their starting points. In the well- known mugs ex-
periments (Kahneman, Knetsch, and Thaler, 1990), 
for instance, randomly selected individuals who re-
ceived mugs attached selling prices to the mugs that 
were far higher than the buying prices chosen by ran-
domly selected individuals who did not receive mugs. 
Evidently, being “endowed” with a mug greatly af-
fected attitudes toward the mug, since individuals at-
tached value not just to the end states (having versus 
not having a mug) but also to the transitions (receiv-
ing versus giving up a mug) (Kahneman, 2000).

The mugs experiments were important in part for 
ruling out a host of potential alternative explanations 
for the observed endowment effect. In addition to al-
locating mugs, the experimenters in the mugs study 
allocated tokens with preassigned cash values (the 
amounts for which subjects could redeem the tokens 
at the end of the study). Trading in tokens followed 
precisely the predictions of traditional economic 
theory; exactly half of the tokens changed hands, as 
theory would predict in light of the random assign-
ment of tokens, and thus neither transaction costs nor 
other general trading barriers could explain the be-
havior observed in the case of the mugs.

The endowment effect has many important impli-
cations for legal design generally, as discussed by Jolls 

(2007b). This essay overviews a key set of implica-
tions in the specific domain of employment law.

the endowment effect and employment mandates

A frequent claim in law and economics analysis of 
employment law is that the imposition of mandatory 
employment terms will tend to reduce employment 
levels by operating as a tax on their transaction (e.g., 
Posner, 1998). On this view, because the parties did 
not bargain for the term in question when left to their 
own devices, the cost of the term must exceed its ben-
efit (for otherwise they would have agreed to it on 
their own). Thus, for example, if a particular employ-
ment benefit is worth $100 per year to employees and 
costs the employer only $90 to provide, a mandate 
should not be necessary; but if we do not observe the 
parties agreeing to the benefit on their own, then the 
cost must exceed $100. Imposing a mandatory term 
in these circumstances will operate as a tax on the par-
ties, causing the wage to fall by somewhere between 
the benefit and the cost of the term and causing the 
employment level to fall (Summers, 1989).

The endowment effect calls this account into ques-
tion. As described above, the endowment effect im-
plies that people are often less willing to sell entitle-
ments that are given to them than to buy entitlements 
that they do not already possess; if given a mug, they 
will not sell it for $X, but if not given a mug, they 
will not buy one for that price. Thus, the fact that 
employees choose not to purchase a particular work-
place benefit if they are not granted an entitlement 
to it does not imply that they would want to sell the 
entitlement (if they could) once it has been granted. 
The corollary of this observation is that imposing a 
mandatory term may have different effects than the 
standard analysis predicts (Craswell, 1991). In supply- 
and- demand terms, imagine a labor supply curve re-
flecting willingness to work at different wage levels 
given provision of the benefit; the consequence of the 
endowment effect may be that this curve is shifted to 
the right once the mandate is imposed, and this move 
may more than compensate for the backward shift in 
the employer’s labor demand curve as a result of the 
mandate. In such a case, the wages of the affected 
worker will fall by as much as or more than the cost 
of the benefit.

Empirical evidence provides support for the en-
dowment effect analysis of employment mandates. 
The seminal study in this area is that of Gruber 
(1994), which examined the effects of imposing man-
datory coverage of childbirth expenses in employer- 
provided insurance policies. Imposition of the man-
datory health- insurance term— which represented a 
substantial departure from the usual contractual ar-
rangements prior to the mandate— caused the wages  
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of affected workers (most prominently, married 
women of childbearing age) to fall by at least the 
cost of the mandated coverage according to most of 
the author’s estimates. The study also found that the 
hours of employment of these workers were either 
unchanged or slightly higher with the mandate and 
that their probability of being employed was either 
unchanged or slightly lower. In sum, “the findings 
consistently suggest shifting of the costs of the man-
dates on the order of 100 percent, with little effect on 
net labor input” (Gruber, 1994, p. 623).

These findings are difficult to reconcile with the 
Posnerian account, which predicts a fall in wages less 
than the cost of the benefit. (If the wage were going 
to adjust by the full cost of the benefit, then some 
substantial fraction of employers should have offered 
the benefit even prior to the mandate.) Of course, if 
the Posnerian account is modified to incorporate a 
conventional market failure such as adverse selection, 
then Gruber’s findings may be explained without ref-
erence to the endowment effect, as Gruber notes.

Several caveats to the endowment effect analysis 
bear emphasis. First, while the endowment effect is 
consistent with complete or more- than- complete ad-
justment of the wage, it is also possible to have less- 
than- complete adjustment of the wage in the presence 
of the endowment effect. Perhaps workers are not any 
more willing to supply labor in exchange for a given 
wage plus the benefit in question once they have an 
entitlement to the benefit; it may be just that they 
would be even less willing to supply labor in the ab-
sence of the benefit.

The second qualification is that the endowment ef-
fect may not operate in contexts in which the benefi-
ciaries of a mandatory term must give up a preexisting 
level of income, since they may be highly averse to 
such a loss (see, e.g., Kahneman and Tversky, 1979). 
This qualification is potentially important, as employ-
ees may face a financial loss relative to some preexist-
ing expectation when a new benefit is mandated.

The final qualification is that the analysis offered 
here is purely positive, concerned with the effects of 
imposing a mandatory employment term. The endow-
ment effect does not necessarily imply that, from a nor-
mative perspective, such terms are desirable; they may 
be efficient, in the sense that they would not be undone 
(if they could be) once imposed, but the situation with-
out such terms is also efficient, for the same reasons 
given by the Posnerian account, and there is no obvious 
means by which the two situations can be compared.18

Conclusion

A wide range of employment law rules— from wage 
payment law to pension regulation to minimum wages 

to prohibitions on employment discrimination to 
mandated health insurance and workplace leave— are 
illuminated by consideration of bounded willpower, 
bounded self- interest, and bounded rationality. The 
effects of employment law turn in significant part on 
how employees and employers act in response to this 
law and thus it is not at all surprising that behavioral 
economics can help both to understand and in some 
cases to improve employment law.

Notes

The sections “Bounded Self- Interest and Minimum 
Wage Regulation” and “Bounded Rationality, Employment 
Discrimination Law, and Employment Mandates” draw from 
my previous work, while the balance of the essay is original. 
Thanks to Bruce Ackerman, Alan Schwartz, and Princeton 
conference participants for helpful comments and to Shuky 
Ehrenberg and Daniel Klaff for excellent research assistance.

1. As Bernheim (1995) noted, it is not clear that re-
spondents understand “annual household income” the way 
economists do, but the substantial gap between the answers 
to the two very similarly worded questions seems hard to 
explain as an artifact of such potential limits on respondents’ 
understanding.

2. The conclusion about Pareto inferiority assumes that 
when the individual is unconstrained, the individual will 
choose a constant consumption level across periods. To un-
derstand this assumption, note that the individual’s multiple 
temporal selves may be viewed as players in a noncoopera-
tive game (Laibson, 1996). The game between the tempo-
ral selves will often have multiple equilibria; however, plans 
calling for consumption at a constant rate each period can 
reasonably be thought of as focal points.

Note that throughout the analysis in this section, individ-
uals are assumed to be aware of their bounded willpower and 
its consequences for behavior in each period— the assump-
tion utilized in most of the economics literature on bounded 
willpower. In the terminology of O’Donoghue and Rabin 
(1999), individuals are assumed to be “sophisticates” rather 
than “naifs.” While Akerlof (1991) claimed that he was a 
“naif ” in his decision making about mailing a package of 
Joe Stiglitz’s clothes from India back to Stiglitz, hopefully 
he will forgive readers who feel somewhat skeptical about 
this claim.

3. See http://www.dol.gov/ebsa/FAQs/faq_compliance_ 
pension.html

4. One might wonder why ERISA is needed at all to 
achieve the flexible regime just described; why could private 
contracting not achieve precisely the same arrangement? 
The historical difficulty with contracting in the pension 
context— a difficulty that led to the enactment of ERISA— 
was that employers and employees often held widely differ-
ing interpretations of private “pension contracts,” leading 
to great uncertainty over the meaning of such contracts 
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(Nader and Blackwell, 1973). ERISA standardized pension 
arrangements— along with offering substantial tax advan-
tages that undoubtedly further encouraged the growth of 
pension plans. Note that the tax subsidy for pensions en-
courages retirement saving among all individuals— whether 
or not they have bounded willpower— simply by lowering 
its cost.

5. The section “Bounded Self- Interest and Minimum 
Wage Regulation” is an abridged version of Jolls (2002). 
Here and below, when I use material from my previous 
work, the discussion will, as a result, not incorporate newer 
sources that have appeared since the original publication 
date, although, of course, if any development had altered the 
previously published analysis in any significant way, the anal-
ysis would have been updated to reflect the development.

6. See Kaufman’s (1999) discussion of wage determina-
tion for a useful summary.

7. See Jolls (2002), for further detail on the empirical 
literature in this area.

8. To provide the strongest possible test of the fairness 
hypothesis, Fehr, Kirchsteiger, and Riedl used the labels 
“buyer” and “seller” for subjects assigned (respectively) to 
the “employer” and “employee” groups. This is likely to 
provide the strongest possible test because fairness consider-
ations seem more likely to be present in employer- employee 
relationships, which usually involve social interaction, than 
in the relationship between the buyer and the seller of a type 
of good other than labor. If fairness is important even when 
the labels of “employer” and “employee” are not used, then 
it is even more likely to be important (or at a minimum is 
no less likely to be important) in a setting in which those la-
bels are used. Consistent with this conclusion, a subsequent 
article by Fehr et al. (1998) that replicated the original test 
using employer and employee labels found strong effects 
of fairness. For expositional ease, I use the “employer” and 
“employee” labels.

9. This emphasis marks a contrast with that of Akerlof’s 
original fair- effort work (1982), which took as its motivation 
a situation in which employees— young women in the first 
part of the twentieth century— were not difficult to monitor 
(indeed their output was known with exactitude) but were 
difficult to punish because their attachment to the labor 
force was quite limited (because most left the job within a 
short time to marry).

10. Here and below, see Jolls (2002), for citations to spe-
cific statutory sections and court cases.

11. Massachusetts Labor Bulletin, 13, 1 (1900).
12. Again, see Jolls (2002), for detail on the legal 

provisions.
13. The material describing the nature of judgment er-

rors is a slightly modified version of material from the intro-
duction and part I of Jolls and Sunstein (2006).

14. Kahneman and Frederick (2002) provided a succinct 
description of the study and its results.

15. For further discussion, as well as qualifications, see 
Jolls (2007a).

16. See Jolls (2007a), for a discussion of related studies.
17. The material on employment mandates is a modi-

fied version of material from part II.D of Jolls, Sunstein, and 
Thaler (1998).

18. The endowment effect is naturally viewed as a species 
of a broader “status quo effect,” under which the status quo, 
whatever shape it takes, tends to stick. As noted earlier, the 
status quo effect has been extensively studied in the context 
of retirement saving.
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Chapter 16

Decision Making and Policy in  
Contexts of Poverty
Sendhil Mullainathan

eldar Shafir

Policy thinking about poverty typically falls into two 
camps. Social scientists as well as regular folk regard 
the behaviors of the economically disadvantaged ei-
ther as calculated adaptations to prevailing circum-
stances or as emanating from a unique “culture of 
poverty” that is rife with deviant values. The first view 
presumes that people are highly rational, that they 
hold coherent, well- informed, and justified beliefs 
and that they pursue their goals effectively with little 
error and with no need for help. The second perspec-
tive attributes to the poor a variety of psychological 
and attitudinal shortcomings— failings that render 
their views often misguided, their behaviors lacking, 
and their choices fallible, leaving them in need of pa-
ternalistic guidance.

Both camps are likely to capture some important 
elements some of the time. There are, no doubt, 
important circumstances where people— the poor 
included— are methodical and calculating, and other 
circumstances where they are fallible or misguided. 
But both fail to explain important phenomena. We 
propose an alternative perspective, one that is largely 
informed by recent behavioral research. According to 
this perspective, the behavioral patterns of the poor 
may be neither perfectly calculating nor especially de-
viant. Rather, the poor may exhibit fundamental at-
titudes and natural proclivities, including weaknesses 
and biases, that are similar to those of people from 
other walks of life. One important difference, how-
ever, is that in poverty there are narrow margins for 
error, so that the same behaviors often manifest them-
selves in more pronounced ways and can lead to worse 
outcomes (see Bertrand, Mullainathan, and Shafir, 
2004, 2006). In fact, we argue, the same psychologi-
cal proclivities in the context of poverty can ultimately 
yield particular behavioral patterns that are endemic 
to functioning under scarcity.

The “rational” view assumes the poor are doing 
as well as they can and ought to be left to their own 

devices, hopefully in a context that affords good op-
tions. The culture- of- poverty perspective is motivated 
by the impulse to change how the poor function. In 
contrast, the central gist of the behavioral perspective 
is that, much of the time, the poor are not functioning 
optimally, nor are they in need of behavioral change 
anymore than the rest of us. Instead, it is the inter-
action of fundamental behavioral proclivities and the 
context in which they function that produces the par-
ticularly destructive circumstances in which the poor 
often find themselves. According to this view, people 
who live in poverty are susceptible to many of the 
same impulses and idiosyncrasies as those who live in 
comfort, but whereas people who are better- off find 
themselves in the midst of a system— composed of 
consultants, reminders, cooperative employers, no- fee 
options, incentive awards, and automatic deposits— 
that is increasingly designed to facilitate their deci-
sions and improve their outcomes, people who are 
less well- off typically find themselves without easy 
recourse to such aids and often confront obstacles— 
institutional, social, and psychological— that render 
their economic conduct all the more overwhelming 
and fallible.

In what follows, we will describe our work on a 
psychologically more realistic analysis of poverty. Our 
thinking has evolved over time. For the most part, it 
involves a direct application of the empirical research 
on judgment and decision making supplemented by 
lessons from social and cognitive psychology. Our ap-
proach was simple: psychology gives us insights into 
how people behave. How might these behaviors have 
different consequences when people are poor? For 
example, we know that self- control can be difficult. 
However, the same self- control failure (e.g., giving 
in to a temptation and buying something you should 
not) can have larger consequences for a poor person 
than for one for whom the expense is barely detectible 
(this discussion borrows heavily from Mullainathan 
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and Shafir, 2009). Such a perspective provides several 
ideas for interventions that might reduce the impact 
of poverty. Of course, insights generated by experi-
mental research and empirical observation need to be 
carefully tested and evaluated before they are relied 
on to shape policy. Even when an intervention suc-
ceeds in producing some intended outcome, there is 
always the possibility that other, unforeseen patterns 
will emerge. Bearing that in mind, we propose some 
guidelines for thinking about the future design of fi-
nancial services. Related concerns regarding regula-
tion are addressed in Barr, Mullainathan, and Shafir 
(this volume).

Our latest thinking has been more radical, and we 
describe it briefly in the final section. There we will 
argue that poverty itself generates specific psychologi-
cal responses. The lack of slack that characterizes pov-
erty, we suggest, can itself affect the operation of the 
mind and the making of decisions. For example, when 
we are focused on making ends meet, we end up dis-
tracted by local concerns and calculations. We are less 
likely to weigh long- term consequences and exhibit 
forward- looking behaviors when we are threatened, 
challenged, and depleted.

This in turn suggests new approaches to policy 
making that more directly address instability, so that 
programs may realize greater promise. We describe 
possible strategies for redesigning existing programs 
that can foster stability and give people the finan-
cial and psychic steadiness they need to make better 
choices and build better lives. We will conclude with 
brief summary remarks and a discussion of future re-
search directions.

The Behavioral Perspective

context dependence

Human behavior has proven to be heavily context 
dependent, a function of both the person and the 
situation. One of the major lessons of modern psy-
chological research is the impressive power that the 
situation exerts, along with a persistent tendency to 
underestimate that power relative to the presumed 
influence of personality traits. Various studies have 
documented the stunning capacity of situational fac-
tors to influence behaviors that are typically seen as 
reflective of deep personal dispositions. For example, 
in his now- classic obedience studies, Milgram (1974) 
showed how decidedly mild situational pressures suf-
ficed to generate persistent willingness on the part of 
regular people to administer what they believed to 
be grave levels of electric shock to innocent others. 
Along similar lines, Darley and Batson (1973) re-
cruited seminary students to deliver a practice sermon 

on the parable of the Good Samaritan. While half the 
seminarians were told they were ahead of schedule, 
others were led to believe they were running late. On 
their way to give the talk, all participants passed an 
ostensibly injured man slumped in a doorway, cough-
ing and groaning. Whereas the majority of those with 
time to spare stopped to help, a mere 10% of those 
who were running late stopped, the remaining 90% 
stepping over the victim and rushing along. These 
participants’ ethical training and biblical scholarship 
notwithstanding, the contextual nuance of a minor 
time constraint proved decisive in the decision to stop 
and help a suffering man.

Construal

A simple but fundamental tension between classical 
economic analyses and modern psychological research 
is captured by the role of “construal.” Agents in clas-
sical economic analyses are presumed to choose be-
tween options in the world, objectively represented. 
People, however, do not respond directly to objective 
circumstances; rather, stimuli are mentally construed, 
interpreted, understood (or misunderstood), and then  
acted upon. Behavior is directed not toward actual 
states of the world, but rather toward our mental 
representation of those states, and mental represen-
tations do not bear a one- to- one relationship to the 
thing they represent, nor do they necessarily consti-
tute faithful renditions of actual circumstances. As a 
result, many interventions can fail because of the way 
in which they are construed by the targeted group. 
Some, for example, may interpret a well- intentioned 
intervention “as an insulting and stigmatizing exer-
cise in co- option and paternalism” (Ross and Nisbett, 
1991) or as an unintended indication of what the de-
sired, or expected, behavior might be or of what it 
might be worth. Thus, people who are rewarded for a 
behavior they find interesting and enjoyable can come 
to attribute their interest in the behavior to the reward 
and, consequently, come to view the behavior as less 
appealing (Lepper, Greene, and Nisbett, 1973). In 
one classic study, children who were offered a “good 
player award” to play with magic markers, which they 
had previously done with great relish in the absence 
of extrinsic rewards, subsequently showed little inter-
est in the markers when these were introduced as an 
unrewarded classroom activity (in contrast with kids 
who were not rewarded and did not lose interest).

mental accounting and Finances

One domain that is of great relevance to our present 
topic and where construal can prove of great conse-
quence is that of mental accounting. Research on 
mental accounting documents the variety of ways in 
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which the assumption of the fungibility of money 
fails, leading people to view cash, credit, and debit 
differently depending on which “mental account” the 
money is perceived to be in. People’s representation of 
money systematically departs from what is commonly 
assumed in economics. According to the fungibility as-
sumption, which plays a central role in theories of con-
sumption and savings, “money has no labels”; all com-
ponents of a person’s wealth can be collapsed into a 
single sum. Contrary to this assumption, people appear 
to compartmentalize wealth and spending into distinct 
budget categories, such as savings, rent, and entertain-
ment, and into separate mental accounts, such as cur-
rent income, assets, and future income (Thaler, 1985, 
1992). These mental accounting schemes lead to dif-
ferential marginal propensities to consume (MPC) 
from one’s current income (where MPC is high), cur-
rent assets (where MPC is intermediate), and future 
income (where MPC is low). Consumption thus ends 
up being overly dependent on the mental accounting 
of current wealth, so that, for example, people find 
themselves willing to save and borrow (at a higher in-
terest rate) at the same time (Ausubel, 1991).

There are a variety of other experimental findings 
that are relevant to a deep understanding of financial 
behaviors but which are beyond the purview of the 
present brief exposition. To list just a few, people are 
loss averse (the loss of utility associated with giving up 
a good is greater than the utility associated with obtain-
ing it; Tversky and Kahneman, 1991), and loss aversion 
yields “endowment effects,” wherein the mere posses-
sion of a good can lead to higher valuation of it than 
if it were not in one’s possession (Kahneman, Knetsch, 
and Thaler, 1990). This, in turn, leads to a general re-
luctance to depart from the status quo, because the 
disadvantages of departing from it tend to loom larger 
than the advantages of the alternatives (Knetsch, 1989; 
Samuelson and Zeckhauser, 1988). People often also 
fail to ignore sunk costs (Arkes and Blumer, 1985), fail 
appropriately to consider opportunity costs (Camerer 
et al., 1997), and show money illusion, wherein the 
nominal worth of money interferes with a representa-
tion of its real worth (Shafir, Diamond, and Tversky, 
1997). Furthermore, people often prove weak at pre-
dicting their future tastes or at learning from past expe-
rience (Kahneman, 1994), their intertemporal choices 
exhibit poor planning (Buehler, Griffin, and Ross, 
1994), and they exhibit high discount rates for future, 
as opposed to present, outcomes, yielding dynami-
cally inconsistent preferences (Loewenstein and Prelec, 
1992; Loewenstein and Thaler, 1989).

An understanding of such proclivities may be har-
nessed to help make sense of behaviors that other-
wise appear perplexing and may help produce more 
desirable behaviors and better policy outcomes. For 
example, due to faulty planning and procrastination, 

numerous studies of middle- class workers have shown 
that saving works best as a default. Thus, partici-
pation  in 401(k) plans is significantly higher when 
employers offer automatic enrollment (Madrian and  
Shea, 2001). And because participants tend to re-
tain the default contribution rates, savings can be in-
creased as a result of agreeing to increased default 
deductions from future raises (Benartzi and Thaler; 
2004). As we discuss below, the poor tend to have 
little recourse to just this kinds of default saving pro-
grams, but the general notion that the context can be 
designed so as to ameliorate outcomes is a central and 
impor tant one.

channel Factors

As it turns out, the pressures exerted by apparently 
trivial situational factors can create restraining forces 
that are hard to overcome or can promote inducing 
forces that can be harnessed to great effect. What is 
particularly impressive is the fluidity with which con-
strual occurs and the sweeping picture it imposes. 
Alongside the remarkably powerful impact of con-
text emerges a profound underappreciation of its 
effects. When interpreting others’ behavior, there is 
a tendency to exhibit the fundamental attribution 
error, wherein the influence of internal, personal at-
tributes is overweighted and the influence of external, 
situational forces is underappreciated. As explained by 
Ross and Nisbett (1991), where standard intuition 
would hold the primary cause of a problem to be 
human frailty, or the particular weakness of a group of 
individuals, the social psychologist would often look 
to situational barriers and to ways to overcome them.

The basic insights outlined above have important 
corollaries for our present concerns. For one, they 
suggest that the same tendencies and weaknesses will 
express themselves differentially in diverse circum-
stances. For example, the tendency to avoid action 
and resort to the status quo will lead to inferior out-
comes when the context is structured so that the most 
beneficial outcomes require action, and it will lead to 
more desirable outcomes whenever the default is set 
naturally to produce them. Similarly, a person who is 
well- off and fails to formulate a farsighted plan may 
find himself with a more modest though still comfort-
able nest egg upon retirement, whereas a poor person 
who exhibits such failures may end up with too little 
cash to pay a phone bill, accrue large fines for recon-
nection, experience increased inability to pay bills, 
and descend further into poverty.

identity

Recent research has highlighted the role of iden-
tity salience in decision making (see, e.g., LeBoeuf,  
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Shafir, and Bayuk, 2010, and references therein). 
People derive their identity in large part from the so-
cial groups to which they belong (Turner, 1987). A 
person may alternate among different identities— she 
might think of herself primarily as a mother when in 
the company of her children, but see herself primar-
ily as a professional while at work. The list of pos-
sible identities is extensive, with some identities (e.g., 
mother) likely to conjure up strikingly different values 
and ideals from others (e.g., CEO).

Of particular relevance here might be the natural 
salience of a “poor, incapable, untrustworthy” iden-
tity, that is likely to loom in the background of any 
potential transaction, and could have substantially 
detrimental effects. Several studies have confirmed 
the notion of “stereotype threat” (Steele, 1997; Steele 
and Aronson, 1995), according to which a prevalent 
stereotype about a group creates a burden on group 
members that acts as a threat. The threat arises when-
ever stigmatized individuals’ behavior runs the risk 
of substantiating the stereotype, and this threat can 
distort or disrupt the performance of those individu-
als. In one study, for example, Asian women whose 
race (stereotypically strong in math) was made salient 
performed significantly better on a tough mathemat-
ics exam than when their gender (stereotypically weak 
in math) was rendered salient (Shih, Pitinski, and 
Ambady, 1999). Several studies have shown simi-
lar effects with African Americans, and some have 
replicated these effects on people from low socio-
economic backgrounds. When students from a low 
socioeconomic status (SES) are subjected to doubts 
about their intellectual ability that are similar in kind 
to those experienced by African Americans, the threat 
has similarly disruptive effects. In one study, low- SES 
students performed worse than high- SES students 
when the test was presented as a measure of intellec-
tual ability; however, the low- SES students’ perfor-
mances matched those of the high- SES students when 
the test was not presented as measuring intellectual 
ability (Croizet and Claire, 1998).

Similar phenomena will likely be observed in other 
behavioral domains; for example, where stereotypes 
involving intellectual and professional ability might 
interfere with a person’s willingness to, say, interact 
with a bank. Adkins and Ozanne (2005) discussed the 
impact of a low- literacy identity on consumers’ be-
havior and argued that when low- literacy consumers 
accept the low- literacy stigma, they perceive market 
interactions as riskier, engage in less extended prob-
lem solving, limit their social exposure, and experi-
ence greater stress.

Along similar lines, some have suggested that one 
reason for the relative success of Earned Income Tax 
Credit (EITC) is that it explicitly appeals to people’s 

identity as taxpayers, rather than poor. In fact, spe-
cific personality traits, such as regulatory orienta-
tion (promotion versus prevention), may also fit 
certain decision- making contexts better than others. 
Research by Higgins and colleagues (Higgins, 2000; 
Higgins et al., 2003) has shown that people value 
items more when these were chosen using a strategy 
that fit their orientation rather than a strategy that 
did not fit. (Related discussion of the role of identity 
and construal is provided by Briley and Aaker, 2006a, 
2006b.)

All of the above suggests that when it comes to 
bank accounts and other services intended for the 
poor, the government and banks may want to pro-
mote such services to those identities— head of family, 
working taxpayer— that might trigger a more positive 
response in the intended recipients.

In what follows, we will examine some specific im-
plications of the behavioral perspective for the finan-
cial lives of the poor. At the individual level, what does 
it entail for choices about savings and borrowing, and 
at the institutional level, what does this perspective 
say about how financial services ought to be designed?  
(More about the regulatory implications of this per-
spective is explored in Barr, Mullainathan, and Shafir, 
in this volume.) Individual psychology is relevant 
at each of these levels. It affects the choices and ac-
tions that compound to generate a pattern of saving 
and borrowing. It affects how individuals respond to 
various features of financial products, from pricing to 
transaction costs to its intertemporal consequences. 
And it can provide a different perspective on the 
channels by which financial services can affect behav-
ior. Finally, since a behavioral analysis generates de-
viations from the traditional economic model, it also 
provides different rationales and guidance for regula-
tion, which are sometimes in tension with the tradi-
tional assumptions that guide consumer protection.

Institutional Financial Access for the Poor

the role of Financial access

Financial services may provide an important path-
way out of poverty. They facilitate savings to mitigate 
shocks or promote asset development, and they facili-
tate borrowing to purchase durables or help weather 
tough times. In short, they allow individuals to smooth 
consumption and invest. (For more on financial in-
struments used by low- income Americans, see Barr, 
2004, and Barr et al., in this volume.) Improvement 
of financial services then provides two key advantages. 
First, it lowers the costs that individuals who were al-
ready accessing such services may need to pay. For 
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example, they may now be able to use a credit card 
rather than resort to more expensive payday lenders. 
Second, individuals who beforehand did not have ac-
cess to such services may now get the direct benefit of 
access. For example, the ability to borrow may allow 
individuals to smooth shocks (such as health shocks).

some Features of Financial access

Our perspective highlights the importance of contex-
tual nuance and focuses attention on the nature of 
circumstances that emanate from the interaction be-
tween behavioral tendencies and contextual structure. 
Here we briefly consider some simple contextual fea-
tures pertinent to financial access.

institutions shaPe deFaults

It is well established that defaults can have a profound 
influence on the outcomes of individual choices. Data 
available on decisions ranging from retirement savings 
and portfolio choices to the decision to be a willing 
organ donor illustrate the substantial increase in mar-
ket share of default options (Johnson and Goldstein, 
2003; Johnson et al., 1993). This is likely to prove of 
great importance for the design of financial services, 
which often shape default financial behaviors.

Consider, for example, two individuals with no 
access to credit cards: one has her paycheck directly 
deposited into a savings account, and the other does 
not. Whereas cash is not readily available to the first 
person, who needs to take active steps to withdraw it, 
cash is immediately available to the second, who must 
take active measures to save it. The greater tendency 
to spend cash found in the wallet than if it were in the 
bank (Thaler, 1999) suggests that the first, banked 
person will spend less on impulse and save more easily 
than the person who is unbanked. Holding risk and 
savings- related propensities constant, the first is likely 
to end up a more active and efficient saver than the 
second.

institutions shaPe Behavior

Many low- income families are, in fact, savers, whether 
or not they resort to banks (Berry, 2004). Without 
the help of a financial institution, however, their 
savings are at greater risk (including theft, impulse 
spending, and access by household members), will 
grow more slowly, and may not be readily available 
to support access to reasonably priced credit in times 
of need. Institutions provide safety and control. In 
this sense, an institutional context may be even more 
critical for the poor than for the comfortable. In cir-
cumstances of dearth, temptation, distraction, and 

difficult management and control, those savers who 
are unbanked are likely to find it all the more difficult 
to succeed on the path to long- term prosperity.

In fact, a recent survey conducted by the American 
Payroll Association shows that “American employees 
are gaining confidence in direct deposit as a reliable 
method of payment that gives them greater control 
over their finances, and that employers are recogniz-
ing direct deposit as a low- cost employee benefit that 
can also save payroll processing time and money.”1 
The employers of the poor, in contrast, often do 
not require nor propose electronic salary payments. 
Instead, they prefer not to offer direct deposit to 
hourly/nonexempt employees, temporary or sea-
sonal employees, part- timers, union employees, and 
employees in remote locations, all categories that 
correlate with being low paid. The most frequently 
stated reasons for not offering direct deposit to these 
employees include the lack of processing time to 
meet standard industry (Automatic Clearing House) 
requirements, high turnover, and union contract re-
strictions. All this creates a clearly missed opportunity 
to offer favorable defaults to needy individuals, whose 
de facto default consists of taking a check, often after 
hours, to a place, often inconvenient, where it can be 
cashed for a hefty fee.

institutions Provide imPlicit Planning

As it turns out, a variety of institutions provide im-
plicit planning, often in ways that address potential 
behavioral weaknesses. Credit- card companies send 
customers timely reminders of due payments, and cli-
ents can elect to have their utility bills automatically 
charged, allowing them to avoid late fees if occasion-
ally they do not get around to paying in time. The 
low- income client, on the other hand, without the 
credit card, the automatic billing, or the web- based 
reminders, risks missed payments, (high) late fees, dis-
connected utilities (accompanied by high reconnec-
tion charges), etc.

Interestingly, context can also be detrimental by  
providing debt too easily. Temporal discounting in 
general, and present bias in particular, can be ex-
ploited to make immediate cash more attractive than  
the future costs of borrowing appear menacing. When-
ever this happens, the increased availability of debt  
could lower the well- being particularly of the poor 
since overspending by the poor may entail subsequent 
cutbacks in far more essential consumption than over-
spending by the rich.

One fundamental lesson of the behavioral analysis 
for policy makers and regulators is a new apprecia-
tion for the impact and responsibility of financial in-
stitutions. These should not simply be viewed from a 
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financial cost- saving perspective but should instead be 
understood to affect the lives of people by easing their 
planning, facilitating their desired actions, or enabling 
their resistance to temptation. Such effects, further-
more, may have substantially different implications 
for those who are wealthier, who get professional 
help, and, at the same time, can afford to err or be 
tempted, as opposed to the poor, who resort to fewer 
professionals and may pay dearly even for infrequent 
giving- in to temptations or minor mistakes.

These considerations form part of a more general 
view of why financial institutions can be so important 
in the lives of the poor. Access to financial institutions 
allows people to improve their planning by keeping 
money out of temptation’s way. In some cases (such 
as direct deposits and automatic deductions), one may 
not even notice the moment that the money “arrived” 
into savings or was invested into the long term. The 
recourse to financial institutions provides the oppor-
tunity to make infrequent, carefully considered finan-
cial accounting decisions, which can prove resistant 
to intuitive error or to momentary mental- accounting 
impulses. In this sense, improving financial institu-
tions can have a disproportionate impact on the lives 
of the poor. Moving from a payday lender and check 
casher to a bank with direct deposit and payroll de-
duction can have benefits that far exceed the trans-
actional costs saved. (For further discussion and ex-
amples of savings instruments aligned with behavioral 
principles, see Tufano, 2009.)

Some Noninstitutional Aspects of the Financial 
Lives of the Poor

Aided by the insights above, we will aim to further 
understand the interactions of the poor with specific 
financial institutions. To begin, we will discuss three 
stylized facts about the financial lives of the poor that 
are noninstitutional but that we think are especially 
important to the behavioral perspective. These styl-
ized facts are not necessarily psychological (two of 
them have very straightforward economic interpre-
tations). Rather, they are facts that may render the 
impact of the relevant psychology particularly inter-
esting and consequential.

lack of Financial slack

Although it is hard to define precisely in an economic 
model, the notion of “economic slack” is central to 
the lives of the poor. We define slack as the ease with 
which one can cut back consumption to satisfy an un-
expected need. Under this definition, the poor appear 

to have less economic slack than the rich. Whereas 
a rich person can often cut back on (by their own 
admission) more frivolous spending, a poor person 
faced with a financially demanding situation is forced 
to cut back on essential expenses. There are two ways 
to understand this mechanism. The first, more tradi-
tional, vehicle is via diminishing returns. If both rich 
and poor face equivalent shocks and cut back on con-
sumption by the same amount, the rich person will be 
cutting back on lower- marginal- utility consumption. 
The second, more psychological, vehicle concerns 
temptations. If the incidence of temptation spending 
decreases with wealth, the rich will be cutting back on 
precisely those goods that are less valuable from the 
point of view of past or future selves.

This analysis abstracts from the role of savings. One 
might argue that the poor, exactly because they face 
a more volatile environment, would put aside enough 
buffer- stock savings to handle the excess volatility. 
This would mean that a comparable size shock should 
be less likely to result in a poor person running out of 
savings. While plausible, we ignore this factor in the 
following conceptualization because a large amount 
of data shows that poorer families tend to have neg-
ligible liquid savings. The lack of buffer- stock savings 
is, we feel, one of the more interesting puzzles to un-
derstand in the financial lives of the poor; we return 
to this issue briefly in “Some Economic Behaviors of 
the Poor,” below.

A lack of financial slack is particularly consequen-
tial when one considers the type of expenditures the 
poor might be forced to cut back on. One common 
finding in the literature is the frequent occurrence of 
late payments and phone and gas disconnections (and 
ensuing costly reconnections). Edin and Lein (1997) 
estimated that nearly 5% of annual income was spent 
on such reconnections. Many financial services im-
pose late payments. These range from the expected 
(credit- card bills) to the unexpected (rent- to- own 
stores that penalize individuals for missing a payment 
by repossessing the item, thereby forcing a loss of all 
payments so far). Landlords can impose late fees. All 
sorts of bills, from utility to medical bills, usually have 
steep late payments. The key observation about fees 
is that they are usually disproportionate. For example, 
a 5% late fee for a monthly bill is effectively a 100% 
APR on a loan. In other words, if the poor cut back by 
skipping a bill payment, they are effectively borrowing 
at very high rates.

High- interest- rate borrowing may be the least 
costly consequence. In fact, what makes the lack of fi-
nancial slack particularly onerous are the indirect, but 
linked, consequences. Consider a household that has 
had their phone disconnected. They now face several 
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difficult consequences. First, they need to make a large 
lump- sum payment to get their phone reconnected. 
Acquiring this large lump- sum poses extra difficulties 
to an already stretched budget. Second, and more im-
portant, the lack of a phone could have other conse-
quences for their lives. For example, if they happen to 
be unemployed (not unlikely for a household that was 
unable to pay its phone bills), they are now far less 
effective job searchers. Even if they are employed, the 
employer may not be able to reach the home in case 
shifts change and they are needed at work, making 
them a less valuable employee. In other words, one 
action— paying the phone bill late— can have dynamic 
consequences, amplifying the initial cost and further 
depressing income. Low- income households strug-
gling with the chronic lack of slack that comes with 
being low- income are thus always at risk of becoming 
ever more destitute.

There are profound consequences to being on the 
edge of further destitution. The first is that any fail-
ures to plan well can have quite severe consequences. 
A rich person who fails to plan, or plans poorly, will 
simply cut back on frivolous expenditures. A poorer 
individual may face a domino effect of consequences 
that can amplify an otherwise small misplanning step. 
The lack of slack means that the poor must walk a 
planning tightrope. They must in effect be superplan-
ners in less conducive and less helpful surroundings 
lest they slip deeper into poverty.

A second consequence is empirically easier to iden-
tify. It means that the poor will sometimes exhibit a 
willingness to borrow at very high rates. The indi-
vidual who is facing the prospect of having his phone 
shut off, with a hefty late fee to turn it on again and 
the assorted difficulties that arise from a lack of phone 
service, may well be willing to borrow at high rates to 
avoid this from happening or to get the phone recon-
nected if it has already happened. In fact, not only 
are low- income individuals willing to borrow at very 
high rates, it may be rational for them to do so. The 
desire to borrow at high rates is interesting because it 
can easily be confused for myopia, whereas in some 
contexts it can constitute a perfectly rational, even if 
undesirable, response. This is also relevant to payday 
loans, an issue we return to below.

small to Big transformations

One of the fundamental services that financial insti-
tutions provide is to allow for the gradual transfor-
mation of small amounts of cash, which are easier to 
come by, into larger lump sums, which can be hard 
to attain. As Rutherford (2001) explains, individu-
als often need to transform small cash amounts into 

“usably large” amounts. Such transformations often 
prove essential for the poor because of the nature of 
their cash inflows and needs. The urban poor typically 
deal with cash inflows in relatively small amounts. 
Having received weekly or biweekly paychecks, 
after the necessary rent, utility, and other bills, they 
are typically left with only small amounts of cash on 
hand. Yet, many of the durables they might wish to 
purchase— washing machines, cars, televisions— will 
require more than what they have left at any point in 
time. Consequently, the poor will need to transform 
small amounts into usably large sums.

According to traditional economic theory, such 
transformation is straightforward: individuals would 
simply save the cash they come by until they have 
accumulated enough. Alternatively, if credit is avail-
able, individuals could borrow against future income 
streams to finance the transformation. Whether debt 
or savings are used depends on the flow value of the 
durable to be purchased relative to the interest rate on 
debt. Of course, because the poor often do not have 
access to credit, they would need to save their way up.

The psychology of planning and self- control sug-
gests that such savings may be more difficult than 
traditional theory is prone to assume. An individual 
saving to buy a durable over a long period of time 
would have large amounts of cash continuously acces-
sible. And accessible cash can be extremely tempting, 
often leading it to be spent on things that are mostly 
valued at the moment of spending. As such, tempo-
ral inconsistency and self- control problems make sav-
ings a poor vehicle on which to rely for small- to- big 
cash transformations. They turn savings accounts into 
highly leaky budgets.

Many institutions that are popular among the 
poor, and which may otherwise appear as less than 
perfectly rational solutions, can be understood as al-
ternative methods for making small- to- big transfor-
mation more feasible in a world of imperfect planning 
and limited control. First, consider the purchase of 
lottery tickets, which, as many have noted, the poor 
are especially likely to partake in (Blalock, Just, and 
Simon, 2007; Kearny, 2005). What is particularly 
interesting is the type of lottery ticket they typically 
buy— namely, for modest lotteries with maximum 
payoffs of roughly $200 to $500. If the poor are 
“buying dreams” through these lottery tickets, these 
are quite modest dreams. Such small maximum pay-
offs are more consistent with lottery tickets as a ve-
hicle for small- to- big conversion. An individual who 
struggles to save up to buy a $400 item, for example, 
would find it easy to buy a lottery ticket periodically. 
The recurring costs are the “deposits,” which eventu-
ally lead to a win and the ability to buy the expensive 
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item with the winnings. Notice the advantages of this 
over the typical savings account. No money accumu-
lates that can be dipped into in the face of recurring 
temptation, vis- à- vis one’s needs, or those of family 
and friends. The individual loses his outlay until he 
(effectively) wins the desired item, the lottery ticket 
essentially serving as a commitment device, albeit an 
expensive one.

Notice that this explanation is very similar to a 
self- control explanation for the prevalence of rotating 
savings and credit associations (ROSCAs) in develop-
ing countries (Basu, 2008). In a typical ROSCA, each 
participant contributes a fixed amount each week or 
month, with one participant taking the entire pot. 
The winner is determined by lottery or by bidding, 
with each participant eligible to win once through-
out the ROSCA. This is much like a lottery ticket ex-
cept that one is guaranteed to win 1 in N times. Both 
of these institutions reinforce the view that a bigger 
lump of money is worth more to the poor than many 
small amounts.

Perhaps most telling is the prevalence of layaway 
plans. In a typical layaway program, an individual 
picks a particular durable he would like, for example, 
a washing machine. He then opens a layaway account, 
to which he deposits money, with a regularity of pay-
ments that depends on the particular store. Once the 
client has accumulated enough, he is given the du-
rable. This is quite similar to the SEED commitment 
savings product offered to clients of a Philippine bank 
by Ashraf, Karlan, and Yin (2006). Some stores offer 
a price lock- in feature, so that prospective buyers are 
guaranteed the initial posted price, but many others 
do not. Individuals who do not save enough to buy 
the item often forfeit their cash. It appears that the 
primary benefit of the layaway account is its illiquidity.

The popularity of layaways emphasizes the dif-
ficulty that simple myopia models face in explaining 
the behavior of the poor. In resorting to such arrange-
ments, the poor are showing remarkable farsighted-
ness. They are opting to save, without interest, in 
order to purchase a durable good, which they do not 
even get to enjoy as they save up to buy it. As with 
other examples in this section, there is apparently 
a willingness to pay large costs to transform small 
amounts of cash into larger sums.

Of course, the need to make such transformations 
is not unique to the poor. And surely some of the 
phenomena we discuss here may also appear among 
the middle class. We conjecture, however, that these 
practices are much more common among the poor 
in the United States. The well- off have access to a 
variety of institutions— from store credit for durable 
purchases to automatic savings deductions— that are 
intended to facilitate such transformations, which 

make the well- off less likely to resort to more exotic, 
and costly, institutions.

no Buffer- stock savings despite high volatility

One of the fundamental observations of behavioral 
research is the exceedingly “local” nature of everyday 
decisions. More- global perspectives, considerations 
about the long term, are often discounted in favor of 
issues salient at the moment. Thus, even when long- 
term decisions are made, they tend to be influenced 
by minor contextual nuances at the moment of deci-
sion that often have little relevance for the long run. 
Furthermore, long- term forecasts and predictions 
often fail to take into account the relevance and im-
pact of foreseeable future developments. Along with 
mental accounting, this typically yields consumption 
patterns that are overly dependent on current income.

The narrow focusing that emerges has clear im-
plications for planning. Great energy can be spent on 
decisions of the moment— where to go for dinner or 
what brand to buy— with relatively little attention 
allocated to arguably more important decisions that 
are less immediate, such as how to invest one’s retire-
ment savings or whether to save at all. And the failure 
to plan can be exacerbated when circumstances are 
highly uncertain and the future less clear, as is often 
the case in the lives of the poor. With this month’s 
rent proving of great concern, saving for the chil-
dren’s education or for retirement is naturally left 
until some hopefully better point in the future. The 
tendency to leave financial planning for a more appro-
priate moment will be particularly common among 
those with low incomes, whose finances afford little 
slack with which to do much planning. An outcome 
of this highly volatile focus on the moment will be a 
lack of buffer- stock savings even, or especially, among 
those people who, in some ways, need it most.

Some Economic Behaviors of the Poor

the unbanked

A little over 10% of American households are un-
banked and have to rely on alternative financial in-
stitutions, such as check cashers, to cash in or pro-
cess their checks (see, e.g., Caskey, 1996; Scholz and  
Seshadri, 2007). These alternative financial institu-
tions  usually charge high fees, and those who use 
them often have no recourse to formal borrowing  
instruments. Instead, they resort to high- interest- rate 
loans, borrow from friends and relatives to make ends 
meet or to cover emergency spending, or worst, do 
without access to credit even during tough times.
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This costly nonparticipation in banking could be 
the result of a cost- benefit analysis. If households have 
little to save, then the benefits of being banked may 
be outweighed by the financial costs of maintaining 
an account, such as the minimum- balance fees com-
monly required by most banks. Alternatively, the 
choice to remain unbanked could be due to sheer 
hassle, for example, long travel times, since few banks 
have branches open in disadvantaged neighborhoods. 
Low participation may also reflect various cultural fac-
tors. Some have attributed to the poor a persistent 
culture of distrust of financial institutions or have 
argued that the poor have not internalized a culture 
of savings and simply prefer living one day at a time, 
with little planning for the future. What is common 
to these accounts is a tendency to explain “big” 
problems, such as millions of unbanked households, 
through appeal to “big” factors, like a dearth of at-
tractive banking options or a deep mistrust combined 
with a culture of living from day to day.

In contrast, a behavioral perspective suggests that 
even in the context of big problems, small factors 
can sometimes play a decisive role. From a norma-
tive perspective, defaults may be largely irrelevant 
and easily alterable; descriptively speaking, the status 
quo, bolstered by loss aversion, indecision, procrasti-
nation, or a lack of attention, has a force of its own 
(Samuelson and Zeckhauser, 1988; see also Johnson 
and Goldstein, this volume). Thus, the mere percep-
tion that banks are mostly intended for people of 
greater wealth may help reinforce the impression that 
banking is not meant for, and ought not appeal to, 
those of lesser means. Indeed, decisions that involve 
being subjected to scrutiny, interviews, requests, and 
applications, are all likely to have a nontrivial affective 
component. And those who are most vulnerable are 
likely to feel the weight of such sentiments even more 
than the rest. As a number of ethnographic studies 
suggest (DeParle, 2004; LeBlanc, 2004), the poor 
often are painfully aware of society’s norms and of 
their own inability to abide by them. A single mother 
who, without access to child care, needs to present 
herself at a bank in the company of her small children, 
may be aware of the fact that, ideally, crying children 
are not brought into a bank. Or she may worry about 
her ability to decipher the requisite forms. Along with 
a severely limited understanding of financial instru-
ments, a poor client may feel reluctance, even shame, 
and a general sense that she can never be a valued 
bank customer.

Of course, that perception may not be terribly dis-
tant from the truth. There is, after all, a built- in asym-
metry in banks’ incentives between credit and savings 
for the poor and the rich. Regarding poorer clients, 
banks have a greater incentive to promote debt 

(which can be lucrative, delayed, and compounded) 
rather than savings (which are bound to be modest), 
as opposed to the treatment of the wealthy, where 
debt is likely to be repaid with little penalty and the 
savings promise to be large and valuable.

In fact, when it comes to bank accounts, the de-
fault option is often different for the poor than it is 
for those who are better off. As mentioned earlier, the 
simple reliance on direct deposit as a method of pay-
ment that gives greater control over one’s finances is 
becoming increasingly popular in the United States, 
but not among employers of the poor. This misses the 
opportunity to turn checking accounts into default al-
ternatives for individuals whose de facto default often 
consists of costly check cashers. Given the power 
of default options, even among the comfortable, it 
seems safe to assume that defaults would have at least 
as substantial an impact on the poor, whose options 
are inherently inferior, and who may be less informed 
about alternatives.

From a public- sector perspective, the government 
could play an important role by further encouraging 
the automatic transfer of tax (including EITC) re-
funds to bank accounts. This also provides a way to fa-
cilitate the opening of bank accounts. Some evidence 
from the First Account program in Chicago provides 
cautious optimism on this front. For many years, the 
Center for Economic Progress has been providing 
free tax preparation services for those eligible for the 
EITC refund. Over the last couple of years, the center 
has been trying to combine this tax preparation ser-
vice with the First Account program. Specifically, the 
center has been singling out individuals who are eli-
gible for a refund but who are without bank accounts. 
These individuals are then informed that they could 
get their refund much sooner if they were to open a 
bank account, to which their refund would be directly 
deposited. Data obtained from the bank handling the 
First Account program suggest that those individuals 
who opened an account in this “quick refund carrot” 
context were not less likely to still be using their ac-
count compared with those individuals (more posi-
tively self- selected) who opened an account following 
a financial education workshop. (See “A Behavioral 
Perspective on Decisions under Scarcity,” below, for 
further, related findings.)

In light of the discussion above, it is clear that a be-
havioral view would predict positive effects on saving 
from the opening of bank accounts. Such accounts 
should generate a “good” savings default to replace 
the “bad” money- on- hand situation. In addition, the 
transfer of cash from, say, checking to savings can trig-
ger a propensity to save more. In fact, bank accounts 
could be designed specifically to conform to people’s 
“mental accounting” schemes (Thaler, 1999). People 
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may choose to label one account their “housing ac-
count,” another their “education account,” or yet an-
other their “car account.” The labeling of accounts, 
while nonsensical from the perspective of standard 
fungibility assumptions, could provide a salient re-
minder and help with the allocation of specific funds. 
Such labeling is reminiscent of other, already existing 
schemes such as education funds, Christmas clubs, 
and even layaways, and indirect evidence suggests that 
it may have real consequences. For example, increased 
child- allowance payments to parents in Sweden were 
found to have disproportionate effects on the in-
tended recipients’ spending on children (discussed in 
Thaler, 1990).

In contrast with classical analyses, which impute 
substantial planning and control, numerous stud-
ies of middle- class savings suggest that saving works 
best as a default (see Benartzi, Peleg, and Thaler, this 
volume; Johnson and Goldstein, this volume). Thus, 
401(k)s seem to be effective because the cash is au-
tomatically deposited into savings. Yet the poor typi-
cally have little recourse to “good” savings defaults. 
And with good defaults less available without bank 
accounts, the poor have to revert to alternative, and 
typically expensive, commitment schemes to try to 
save toward big purchases. One can view participation 
in programs such as rent- to- own or layaway schemes 
as such alternative commitment devices, occasionally 
leaving the poor in possession of larger amounts than 
they would be able to save otherwise.

It is fair to note at this juncture that, despite 
preliminary empirical support, the above propos-
als would need to be tentatively implemented and 
seriously evaluated before their full consequences 
are fully understood. Behavioral outcomes, after all, 
tend to be multifaceted and complex. Thus, for ex-
ample, although the appropriate default arrangements 
may increase savings, it is possible that people with 
newly automated savings may only come to feel more 
empowered to take on greater debts, presumably li-
censed by their new savings. The dynamic and mal-
leable nature of behavior often necessitates pilot test-
ing and evaluation prior to full implementation before 
the perceived and ultimate impact of new instruments 
can be fully understood.

Payday loans

Payday loans are a commonly used financial vehicle 
amongst lower and middle income households (see 
Skiba and Tobacman, 2007, and Stegman, 2007, for 
an analysis). The typical payday loan involves receiv-
ing an advance on one’s paycheck for a week or two, 
but this advance comes at a steep price, an effective 

interest rate that can be as high as 7000+% APR. Such 
loans are highly contentious from a policy point of 
view and are often implicitly used to point out the 
myopia of the poor. We make two basic observations 
about this widespread institution.

First, as noted above, the highly credit- constrained 
sometimes find themselves at the edge of poverty. In 
these circumstances, there may be no myopia in tak-
ing out a payday loan. Instead, the local cost- benefit 
calculus, however painful, may be sound. The lack 
of cash at crucial times can result in disastrous and 
mounting consequences— such as having one’s tele-
phone service cut off. In these circumstances, even 
(especially!) the farsighted would take out a loan at 
high interest rates. The “error” will have happened 
earlier. It happened through a sequence of actions 
that left the individual without a buffer stock to deal 
with shocks. In this view, therefore, there will be cir-
cumstances where the puzzle is not why the poor take 
out payday loans but why they find themselves in situ-
ations where they need them.

This perspective poses an interesting challenge to 
policy makers, who should want borrowers to have 
access to the loans at the time of borrowing. Suppose 
payday loans are taken by people in severe need, that 
the need they face is real, and that failure to meet it 
will have even more severe consequences. Put in this 
light, payday loans may be a lesser evil compared with 
policies that use interest- rate caps (or other vehicles) 
to drive out payday lenders, which can make the poor 
worse off. Unless these are accompanied by policies 
that solve the lack of a buffer stock among the poor, 
principled arguments against payday loans are, once 
again, fundamentally predicated on the expectation 
that the poor ought to act more “rationally.” Instead, 
such policies can render the poor only more vulnerable 
to the various shocks they face. Note that a counter-
argument would be if somehow the lack of availability 
of payday loans made those who resort to them into 
better planners. While this is a priori possible, it seems 
unlikely, and certainly should not be straightforwardly 
assumed. If despite facing huge consequences, indi-
viduals still fail to plan, why would the addition of yet 
another cost have the desired effect?

To further understand the propensity to resort to 
such loans, we should ask in what sense payday loans 
are so very costly. Rather than focus on whether the 
fees reflect marginal costs or monopoly profits, we 
should ask, What is the psychologically accurate way 
to view such costs? Do they actually reflect an indi-
vidual’s net present- value calculation at some exorbi-
tantly high (7000+% APR) rate? Or is the behaviorally 
most compelling perspective one that suggests more 
bearable debts? As discussed above, magnitudes are 
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often evaluated in narrow contexts. People may be 
willing to travel 30 minutes to save $10 on a $30 pur-
chase but not to save $20 on a $500 purchase. Just as 
we should not impute a low value of time (less than 
$20 per hour) from the first behavior or a high value 
of time (more than $40 per hour) from the second, 
it may not be right to impute actual discount rates to 
the intertemporal trade- offs implicit in specific payday 
loans.

Consider someone who is thinking about paying 
$20 to get a one- week advance on their $200 pay-
check. Such a transaction could be psychologically 
coded in nominal levels: $20 for a one- week, highly 
beneficial advance. Viewed in these terms, it may not 
seem like such a bad transaction. (After all, when the 
wealthy individual pays $2 to withdraw $100 from an 
ATM machine out of town, she is really stating a will-
ingness to pay $2— not a general proneness to pay 2% 
to withdraw her own cash.) Of course, when put into 
annual rates, the payday loan above implies an APR 
of over 14000%! The disjunction between the abso-
lute amount and its APR is the result of compounding. 
But, of course, the individual is not actually making 
this decision over a year: they typically make this deci-
sions a few times a year, and each for a short period, so 
the actual compounding is more of a technical than an 
experienced cost. In short, while the pricing of payday 
loans may raise economic as well as ethical questions 
about competition (supply- side issues), psychology can 
shed light on why individuals would be willing to pay 
such high rates, without necessarily assuming immense 
discount rates. Especially for short- horizon loans, 
computed APRs may not appropriately capture how 
individuals naturally frame the intertemporal trade- off.

check cashing

Like many other services provided to the poor, check 
cashing is a costly option that provides a service that 
the well- to- do get for less. In a survey of households 
living in low-  and moderate- income census tracts in 
Chicago, Los Angeles, and Washington, DC, Berry 
(2004) found that people often had a fairly accurate 
understanding of the relative costs of products pro-
vided by banks and check cashers. Nonetheless, for 
many individuals who would be unable to adhere to 
banks’ minimum requirements, costly check- cashing 
arrangements can prove to be the lower- cost option.

The willingness to engage in costly arrangements 
may be further facilitated by some of the behavioral 
proclivities reviewed above. Loss aversion is likely to 
increase the attractiveness even of fairly costly ways 
to delay or altogether avoid permanent losses. And 
the high costs of financial services may be mentally 

aggregated with perceived gains to which they con-
tribute in the short run, thus leading to an account-
ing, which at least locally proves more attractive.

While alternatives to costly check cashing often 
exist, these may be less familiar, less common, and 
less readily available, especially to low- income partici-
pants. A behavioral analysis suggests that it is often not 
merely the existence of favorable alternatives that will 
make the greatest difference but that the design of ef-
fective channels, combined with directed information, 
can be critical. For example, in a recent intervention 
intended to increase elderly Americans’ enrollment in 
Medicare Part D prescription- drug coverage, Kling 
et al. (2012) documented significantly higher enroll-
ment rates, with an average of at least $230 savings, 
among participants who were mailed personalized 
information (regarding their current plan and costs) 
as compared to a control group who were provided 
with information regarding the official website where 
comparable information could be obtained.

In another illustration, credit unions and check 
cashers in New York have pioneered the use of the 
point- of- banking machine to facilitate deposits for 
credit union members at check- cashing stores, pro-
viding immediate liquidity of funds and greater con-
venience for consumers (Stuhldreher and Tescher, 
2005). While such arrangements can prove highly 
beneficial, other partnerships between banks and 
nonbanks to facilitate payday loans have at times had 
negative consequences for consumers. Taking the im-
plications of behavioral research seriously, regulators 
will need to focus on promoting partnerships between 
banks and nonbanks that provide a more responsive 
and beneficial range of services to unbanked and un-
derbanked consumers.

A Behavioral Perspective on Decisions  
under Scarcity

The foregoing analysis made no special allowances for 
the psychology of the poor. We attributed to people 
in poverty the same behavioral traits and proclivi-
ties expected from those in all other walks of life and 
explored some of the challenges and exigencies that 
occur particularly in contexts of poverty. In more 
recent work, we have begun to explore yet another 
dimension pertinent to the analysis, which we sum-
marize below.

Scarcity compounded by instability makes every-
day life under poverty a constant challenge. Poverty is 
a domineering context, and the volatility of everyday 
life affects the poor far more acutely than it affects the 
well- off. The poor have less economic slack than the 
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rich. Whereas a rich person can often cut back on (by 
their own admission) more frivolous spending, a poor 
person faced with a financially demanding situation is 
forced to cut back on essential expenses. Living under 
conditions of poverty poses everyday practical chal-
lenges as well as critical demands on mental resources, 
such as attention, planning, problem solving, and self- 
control. When these resources are depleted, people 
make less optimal choices, which, in turn, diminishes 
their ability to deal with life’s frequent challenges, 
yielding predictable poverty traps. It is the logic and 
consequences of this cycle of poverty and its psychic 
challenges that we briefly address next.

limited mental resources

Cognition is a limited resource that exhibits severe 
and consequential limits of perception and attention. 
Those challenges on cognitive resources, we sug-
gest, are further impacted by poverty. The cognitive 
system has a limited capacity, with the processing of 
each additional stimulus taking up valuable cognitive 
resources (e.g., Baddeley and Hitch, 1974; Neisser, 
1976). The need to deal with problems of scarcity and 
instability imposes great attentional demands; essen-
tially all financial transactions, no matter how small, 
must take one’s limited budget into careful consider-
ation. In turn, considerably less room is then available 
for the many other unexpected, threatening, and chal-
lenging problems that continuously arise in contexts 
of instability and lack of slack.

To a large degree, what enters our cognition, or 
even occupies our attention, is often beyond our con-
trol (Wilson, 2004). And in many circumstances, the 
contexts of the poor provide an especially large array 
of unwanted and distracting stimuli, including living 
environments that are loud (Evans, Eckenrode, and 
Marcynyszyn, 2007), crowded (Evans, Eckenrode, 
and Marcynyszyn, 2007), and unsafe (Kling, Liebman, 
and Katz, 2007). Consider, for example, the role that 
noise plays in impeding children’s learning. In one 
illuminating study, reading test scores of children 
in classrooms next to passing loud trains were com-
pared to reading test scores of children whose class-
rooms were in the same school’s quiet side. Scores 
of those on the school’s loud side were significantly 
worse. In response, the school administrators in-
stalled noise- absorbing insulation in the noisy class-
rooms. A follow- up reexamination of student per-
formance showed a reduced difference in test scores 
(Bronzaft, 1981). The preponderance of evening shift 
work among low- income workers and the impact of a 
shift work schedule on sleep has similar effects on life 
outcomes, with parents exhibiting less tolerance and 

harsher parenting. (Presser, 2005; Quesnel- Vallée, 
DeHaney, and Ciampi, 2010).

cognitive load

Studies show that performance on critical execu-
tive functions, such as cognitive control and work-
ing memory, is impeded under greater cognitive 
load (Lavie, 2000; Lavie et al., 2004). Fockert et al. 
(2001) show greater interference under conditions 
of high (vs. low) working- memory load, along with 
greater related visual cortex activity in the high- load 
condition. Increased working- memory load has also 
been shown to reduce the executive control of atten-
tion (as gauged via task- switching tasks, inhibitory 
task performance, and related experimental manipula-
tions; Roberts, Hager, and Heron, 1994).

Cognitive load can influence performance on other 
important behaviors, as well, such as self- control. 
Decisions that require self- control are influenced by 
two competing forces: visceral, present- focused drives, 
which push people in the direction of succumbing to 
temptation, and long- term goals that require more ef-
fortful, resource- intensive cognitions that help resist 
temptation (Hinson, Jameson, and Whitney, 2003; 
Hoch and Loewenstein, 1991; Loewenstein, 1996; 
Shiv and Fedorikhin, 1999; Sjoberg, 1980; Ward and 
Mann, 2000). Self- control is weakened to the extent 
that resources devoted to resisting temptation are ex-
hausted, and research suggests that cognitive load is 
one such source of weakening. In one set of studies, 
for example, it was shown that cognitive load disinhib-
its eating by restrained eaters (Shiv and Fedorikhin, 
1999; Ward and Mann, 2000). In another study, load 
was manipulated by having participants maintain in 
short- term memory either a two- digit or seven- digit 
number. Participants were then invited to choose be-
tween cake and a fruit salad. As predicted, a signifi-
cantly greater proportion of those experiencing the 
greater load opted for the cake (63% vs. 41%), sug-
gesting that cognitive load interferes with people’s 
otherwise regular monitoring of their eating behav-
ior. Other research has documented similar behaviors 
around time- inconsistency, the apparent alteration of 
preferences that comes from, among other things, the 
momentary influence of temptation (Loewenstein, 
O’Donoghue, and Rabin, 2003).

load, stress, and tunneling: the importance of now

As mentioned earlier, a frequently observed behav-
ioral fact is the exceedingly local nature of everyday 
decisions. More global perspectives and concerns with 
the long term are often discounted in favor of issues 
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salient at the moment. This narrow focusing has clear 
implications for planning. Great deliberation can be 
given to decisions in the present— which bills to pay 
first or how to afford a necessary expense— with rela-
tively little attention allocated to important decisions 
that are less immediate, such as retirement or educa-
tion planning, or whether to save at all. In fact, ev-
eryday focal goals can inhibit the attention given to 
long- term objectives (Neisser, 1976; Shah, Friedman, 
and Kruglanski, 2002; Simons and Chabris, 1999). 
Neglecting priorities as small as adhering to daily 
medication or the regular payment of bills can easily 
trigger a chain of events that leads to poorer health or 
costly financial outcomes. Yet, the very cognitive re-
sources that carry great load under scarcity have been 
shown to play a pivotal role in helping to resist local 
temptations in favor of more global interests.

Stress represents an additional factor that can 
dominate cognition and hamper performance. The 
relationship between emotional arousal and perfor-
mance tends to be U- shaped, with greater arousal 
increasing performance until, when high enough, it 
starts hampering it (Yerkes and Dodson, 1908). In his 
cue- utilization theory, Easterbrook (1959) posited 
that high levels of arousal lead to a restriction of the 
amount of information to which agents pay attention. 
The physiological response to stress, referred to as 
tunneling, often helps focus on the object of atten-
tion, but focusing on the stressor often comes at the 
cost of neglecting all else. Tunneling to solve the most 
pressing immediate problems can create more severe 
problems in the not- so- distant future. Even when 
long- term goals are a greater priority, anxiety can 
cause a person to deploy excessive attention toward 
threat- related stimuli compared to less anxious indi-
viduals, who can distribute their attention more easily 
(MacLeod and Mathews, 1988; MacLeod, Mathews, 
and Tata, 1986; Sorg and Whitney, 1992).

Stress is elevated by a variety of stimuli, including 
noise, bureaucratic tension, and arbitrary discrimina-
tion, among others (Glass and Singer, 1972), all of 
which are disproportionately common in the lives of 
the poor. Unsurprisingly, the poor experience chroni-
cally elevated physiological stress, which has been doc-
umented by higher cortisol levels— hormones that in-
crease with stress levels (Sapolsky, 2004). Functioning 
under a burdened cognitive load, lack of slack, and a 
variety of persistent stressors, the poor face the risk 
of ignoring potentially important concerns in favor of 
those that are pressing at the moment.

Instability and the lack of slack encourage individ-
uals to tunnel— solve today’s problems at the expense 
of tomorrow’s. A focus on today, along with a failure 
to plan, may become only more pronounced when 

present circumstances are highly challenging and the 
future uncertain, as is often the case in the lives of 
the poor. For example, a drop in hours worked this 
week makes the availability of the rent payment sud-
denly uncertain. This stressor triggers tunneling: the 
person does all she can to ensure rent is paid, but this 
focus forces her to put other priorities— car main-
tenance, the child’s lessons, deposits into a savings 
account— on the “back burner” until some hopefully 
easier future time.

depleted resources and self- control

Self- control, persistence, the delay of gratification, and 
emotion regulation have all been argued to tap into  
an exhaustible resource that can be depleted (Muraven 
and Baumeister, 2000). Consistent with such “ego 
depletion,” persistence on tasks diminishes, and the 
likelihood of self- control failure increases after a per-
son has exercised self- control. In one illustrative study, 
for example, hungry participants who have had to re-
frain from eating cookies (thus depleting self- control) 
showed less persistence on a puzzle task than those 
who had not faced the cookie temptation; in another, 
participants depleted by a difficult, attention- exerting 
cognitive task were then more susceptible to passive 
decision- making defaults compared to controls who 
performed an easier task and were thus less depleted 
(Baumeister et al., 1998; see also Muraven, Tice, and 
Baumeister, 1998).

Continuously exerting self- control, resisting temp-
tation, and delaying gratification can be depleting, 
with deleterious consequences for attention and per-
formance. We might expect the poor, with their lack 
of slack and a recurring need to show restraint and 
resist temptation, to be chronically ego depleted. 
Both poverty and the instability it brings deplete self- 
control, making saving, planning, and coping with 
unforeseen events especially challenging. Highly con-
strained financial resources and a lack of slack require 
constant budgeting vigilance, resistance, and delayed 
gratification, all of which drain attention and self- 
control and further diminish capacity.

Concluding Remarks

The challenges and failures of the poor are a sensitive 
topic, especially because of the politics involved. In 
contrast with classical assumptions, the current per-
spective sheds a somewhat different light. We summa-
rized the accumulated behavioral insights regarding 
the central role that context plays in shaping human 
behavior and then considered the variety of ways in 
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which the context that the poor inhabit provides per-
sistent challenges, along with often insufficient help. 
This analysis was predicated on the assumption that, 
contextual differences aside, the psychology of the 
poor, their behavioral inclinations, and their impulses 
are not significantly different from those of others.

We then briefly outlined ongoing work exploring 
the various ways in which the psychology of the poor, 
precisely because of their particular circumstances, 
may exhibit other, or at least more extreme, behav-
iors. Research has documented the profound impact 
of limited cognitive resources, such as attention and 
working memory, that are challenged and depleted 
by the load and demands imposed by trying contexts. 
Those limitations on resources, we argue, may have 
particularly pronounced effects in contexts experi-
enced by the poor.

Our perspective here provides a significant depar-
ture from the two standard views of the poor. We do 
not think the behaviors of the poor are inherently dif-
ferent from those of others, nor do we expect their 
behaviors ultimately to be the same. Instead, we are 
motivated by research that shows the powerful impact 
of context on behavior to yield behaviors among the 
poor that are partly shaped by their unique context. 
This makes for a fundamentally different perspective: 
it assumes, among other things, that anyone put in a 
psychological environment of scarcity would behave 
similarly. There are several lines of research in support 
of this hypothesis that involve both the poor and the 
wealthy (Mullainathan and Shafir, forthcoming).

The present perspective has important implica-
tions for policy design and regulation. Low- income 
decision makers, according to this view, are neither 
perfectly rational nor particularly incapable, but,  
rather, are short on “bandwidth”— attention, mem-
ory, self- control, and other cognitive resources needed  
to attend to and act on choices. Policies for the poor, 
therefore, should regard this population as not merely 
short on money but also, perhaps especially, on band-
width. That means doing the same things with regard 
to bandwidth that we typically would do to address 
the shortage of money or any scarce resource. In this 
case, start by paying careful attention to the context in 
which people function— ranging from financial insti-
tutions, benefits programs, and the design of default 
structures to the availability of child care, transporta-
tion, and the complexity of application forms. This 
perspective, to the extent that it captures important 
truths, is likely both to enrich and to complicate 
our views on the role of institutions and of regula-
tion. However, as long as it is founded on a better 
understanding of decision making and can generate 
novel and insightful policies, it clearly seems worth 
the effort.

Notes

Parts of this chapter appeared earlier in Blank and Barr 
(2009). This chapter was written before Mullainathan joined 
the federal government, as Director of Research at the 
Consumer Financial Protection Agency. Nothing here rep-
resents, in any way, an official position of the United States 
government.

1. For more see http://legacy.americanpayroll.org/pdfs/ 
paycard/DDsurv_results0212.pdf
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Chapter 17

Psychological Levers of  
Behavior Change
Dale T.  Miller

Deborah a. PrenTice

How can we change people’s behavior, change it de-
liberately, with a specific goal in mind? This is a central 
question for social scientists and policy makers who 
seek to ameliorate societal problems, for, of course, 
human behavior is at the heart of many of these prob-
lems. If people would just stop driving SUVs, keep-
ing their houses so warm, tossing recyclables into the 
trash, and leaving lights and appliances on, carbon 
emissions would fall substantially. If they would watch 
what they eat, do their 30 minutes of exercise each 
day, wear sunscreen, buckle up, and drink in modera-
tion, they would have a better quality of life and, at 
the same time, produce less pressure on the health- 
care system. If they would sign up for and contribute 
to 401(k) programs, take advantage of the tax breaks 
offered by health- care and dependent- care expense 
accounts, and keep their credit card debt down, their 
money would go further. Indeed, if people would just 
act in ways that align with their own long- term inter-
ests and stated convictions, many collective problems 
would be a lot less pressing. How can policy mak-
ers help people to act in ways that further what those 
people want, for themselves and for society?

Framed in this way, behavior change is a psycho-
logical project, one that focuses specifically on the 
motivations that underlie behavior. The problem in 
these cases is not what people want; in fact, virtu-
ally everybody wants to clean up the environment, 
live longer and healthier lives, be good to their fel-
low citizens, get as much as they can for their money, 
and help those in need. Nor is the problem the know- 
how; in most of these cases, people know of at least 
something they could do to further the cause. The 
problem is motivation: people fall short. There is a 
gap between what they know they could or should do 
and what they actually do. Thus, the behavior change 
that is needed, at least at the individual level, involves 
getting people to stop doing things they know they 

should not be doing and start doing things they know 
they should be doing. Policies need to help people 
close the gap between aspiration and action.

In this chapter, we consider strategies for produc-
ing this kind of behavior change on a large scale, ana-
lyzing various intervention efforts in light of their ca-
pacity to move people toward desirable behavior and 
away from undesirable behavior. Invariably, these ef-
forts aim to restructure material and psychological in-
centives, often in very clever ways. However, as we will 
argue, their success depends ultimately on two rather 
subtle and often overlooked factors: (1) the motiva-
tional structure of the status quo before the interven-
tion is undertaken, and (2) the complex and nonad-
ditive relationship between material and psychological 
incentives. We will begin with a brief overview of how 
psychologists have traditionally approached the task 
of changing behavior, which provides the conceptual 
grounding for our subsequent analysis.

Psychological Approaches to Behavior Change

Psychologists have a long history of attempts at 
changing behavior. Interest in the question of how 
to design behavioral interventions emerged with the 
field of social psychology during World War II and 
has remained strong ever since (see, e.g., Walton and 
Dweck, 2009). By intervention, we refer to a deliber-
ate attempt by an agent to change the behavior of a 
group of individuals, a group that can range in size 
from a couple of people to an entire nation. What 
is distinctive about the way psychologists approach 
this task is that they assume that some psychological 
construct or process controls the behavior in ques-
tion, and that engaging or modifying that process 
will, in turn, modify the behavior. Examples of psy-
chological constructs that influence people’s behavior 
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are attitudes, expectations, self- esteem, self- concepts, 
goals, and identities. Examples of psychological inter-
ventions are (1) efforts to reduce intergroup animos-
ity and promote intergroup tolerance by changing 
attitudes about other groups, (2) efforts to improve 
individuals’ educational performance by boosting 
self- esteem, (3) efforts to reduce unhealthy life styles 
by modifying beliefs about the riskiness of certain 
behaviors, and (4) efforts to promote environmental 
conservation by fostering a “green” identity.

Of course, psychologists are not the only ones in 
the business of trying to change behavior. Social sci-
entists of all stripes seek ways of moving people in 
the direction of social goods, often quite successfully. 
What is distinctive about the way psychologists ap-
proach this task is their sensitivity to the psychologi-
cal constructs and processes that produce behavior 
change. For many policy makers— those who seek 
behavior change through modifications to law, mar-
kets, human, or social capital, for example— this level 
of mechanistic detail remains unexamined. For psy-
chologists, these details are the key to producing a 
successful campaign. Indeed, the failure to attend 
adequately to how interventions work at the psycho-
logical level has been responsible for many an unsuc-
cessful campaign.

Psychological approaches to behavior change fall 
into two general categories, each grounded in a dis-
tinct intellectual tradition. One is the attitude- change 
approach, which seeks to change people’s attitudes 
and beliefs in order to change their behavior. This ap-
proach is most closely identified with Carl Hovland 
and the Yale Communication and Attitude Change 
Program of the 1950s (Hovland, Janis, and Kelley, 
1953; see McGuire, 1996, for the history of this pro-
gram). It has its intellectual origins in the behaviorist 
movement, which dominated the field of psychol-
ogy through the middle of the twentieth century, 
and in the cognitive revolution that supplanted it. 
For Hovland and the many who have followed in his 
footsteps, changing behavior is fundamentally about 
changing minds; it is about controlling the infor-
mation to which people are exposed and how they 
process that information. The Hovland tradition has 
been highly generative and remains prominent, espe-
cially in the fields of communications, marketing, and 
consumer behavior.

A second approach to behavior change, and the one 
most relevant to the present analysis, focuses not on 
attitudes and beliefs, but rather on motives. It is most 
closely identified with Kurt Lewin, a German émigré 
whose ideas were influenced by various European 
schools of thought, most notably the Gestalt tradition 
and the Frankfurt School. Lewin himself was involved 
in many interventions during World War II, including 

efforts to strengthen the morale of the fighting troops 
and to reorient the consumption of Americans away 
from foods that were in short supply. After the war, he 
became involved in interventions designed to reduce 
prejudice, and it was out of this work that the idea 
of sensitivity training emerged, resulting in the estab-
lishment of the National Training Laboratory, or the 
T- group movement (Ross and Nisbett, 1991). Lewin 
recognized that behavior is a function not just of at-
titudes and beliefs but also of motivational dynamics 
of which individual actors are often only dimly aware. 
Interventions that target these motivational dynamics 
can be very effective at getting people to do what they 
are already convinced that they should and want to do.

Approach and Avoidance Motivation

The motivational distinction on which we draw in this 
chapter grows directly out of Lewin’s (1951) theoreti-
cal framework. For Lewin, behavior occurs in what he 
called a force field (or, for the individual, a life space), 
where multiple pressures operate simultaneously on 
the individual. Some of these pressures push the per-
son in the direction of an outcome or goal— these are 
sources of approach motivation; other pressures push 
the person away from that outcome or goal— these 
are sources of avoidance motivation. Behavior repre-
sents the current equilibrium of the system, the point 
at which approach and avoidance motivations balance 
each other out in a given moment. All behaviors, even 
the most simple and routinized, occur in a tension 
system, and changing a behavior (i.e., changing the 
equilibrium of the system) requires a change in the 
force of the different tensions.

The concepts of approach motivation and avoid-
ance motivation may seem like two heads of the same 
coin, but they are not. To illustrate the distinction 
between them, consider a (quaintly dated) quotation 
from Ernest Dichter, a pioneer in advertising research:

We are now confronted with the problem of 
permitting the average American to feel moral . . . 
even when taking two vacations a year and buying 
a second and third car (cited in Coontz, 1992,  
p. 171).

What Dichter is saying here is that Madison Avenue 
has done what it can with the lever of approach mo-
tivation and that they now have to focus on reducing 
the avoidance motivation— that is, guilt— that is keep-
ing people’s approach motivation from expressing it-
self in behavior. In essence, the task is not to motivate 
consumption; it is to license consumption. Of course, 
one could argue that if advertisers were able to in-
crease the desire for their products sufficiently, people 
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would get over their inhibitions. Although that may 
very well be true, it still might be more economical 
to invest in reducing avoidance motivation than in in-
creasing approach motivation.

The advertising example illustrates several impor-
tant points. First, intervention efforts should begin 
with an analysis of the current balance and sources 
of approach and avoidance motivation that are affect-
ing the target behavior. Such analysis will reveal the 
motivational basis for the status quo and may also in-
dicate which intervention strategies are most likely to 
be productive. On this latter point, Dichter’s remarks 
suggest that interventions may often be more effec-
tive and efficient if they seek to move motivation lev-
els away from the extremes. For example, if the goal 
is to induce a behavior and approach motivation is al-
ready high, one might do well to reduce the avoidance 
motivation that is inhibiting the behavior. However, 
if the approach motivation is low— if the product or 
service one is marketing is new or unknown to the 
consumer, for example— then raising the approach 
motivation may be a more effective strategy. Likewise, 
if the goal is to curb a behavior and the avoidance mo-
tivation is already high, one might do well to reduce 
the approach motivation; however, if the avoidance 
motivation is low, then increasing it may be a more ef-
fective strategy. More generally, interventions can uti-
lize either a motivating psychology, by targeting the 
forces that impel behavior, or a licensing psychology, 
by targeting the forces that inhibit behavior. On rare 
occasions, a well- designed and inspired intervention 
may be able to do both, as we will illustrate.

Levers of Behavior Change

Thus far, we have outlined two questions one must 
ask when designing an intervention. First, what is the 
behavioral target of the intervention? Second, what 
is the psychological target of the intervention? Will 
it seek to motivate behavior change or to license the 
existing behavior? Now we would like to introduce 
a third question: What will be the lever of change? 
We propose that designers of interventions have two 
broad categories of levers at their disposal: taxes and 
subsidies. We use the language of economics here 
but intend the concepts more broadly— to include 
psychological, as well as material, taxes and subsidies 
(see Sunstein, 1996a, 2008). Common examples of 
psychological taxes are losses of self- respect, public 
respect, identity, and self- esteem; common examples 
of psychological subsidies are boosts to this same set 
of psychic goods.

Interventions designed to change people’s behav-
ior can add or remove taxes, and they can also add 

or remove subsidies. Which strategy or strategies one 
should use depends, we argue, on the motivational 
tension system underlying the status quo. An analysis 
of several well- known interventions serves to illustrate 
this point.

Don’t Mess with texas

In 1986, the Department of Transportation in the 
state of Texas, with the help of an Austin- based adver-
tising firm, initiated the Don’t Mess with Texas cam-
paign to reduce roadside littering. In this campaign, 
the phrase “Don’t Mess with Texas” is prominently 
displayed on road signs and in television and print 
ads and is also used in radio announcements, which 
are often made by Texas celebrities. The campaign 
has been highly successful, reducing roadside litter-
ing by 72% between 1986 and 1990 (McClure and 
Spence, 2006). It remains in full swing, with a web-
site (http://dontmesswithtexas.org/) that provides 
people with opportunities to participate in clean-ups, 
join partnerships, sponsoring activities, and reporting 
a litterer. The pitch it gives for undertaking these ac-
tivities: “It’s what real Texans do.”

This campaign provides a straightforward example 
of a successful effort to modify people’s motivation 
to litter. Its goal is to make people more uncomfort-
able littering, not to make them more comfortable 
not littering. In other words, the campaign targets a 
motivating dynamic, not a licensing one. The lever it 
uses is a tax, a psychological tax on littering conferred 
by the slogan, “Don’t Mess with Texas.” Note that 
this slogan is effective at imposing a tax on littering 
only because being a good Texan features promi-
nently in the self- identity of the target group. This 
strategy would not be nearly as effective in regions 
where state identity is less strong. Consider, for ex-
ample, the prospects of a Don’t Mess with New Jersey 
campaign. Having lived in New Jersey for many years, 
we can assert with a considerable degree of confidence 
that such a campaign would not rival the success of 
Don’t Mess with Texas. The more general point is 
that one needs to have a good understanding of the 
target group to design an effective intervention to 
change its behavior.

friends Don’t let friends Drive Drunk

In 1983, the National Highway Traffic Safety Ad-
ministration, in partnership with the Ad Council, 
launched a campaign to reduce drunk driving. Their 
most successful tagline, introduced in 1990, was 
“Friends Don’t Let Friends Dive Drunk.” In the first 
year that this tagline was included at the end of public- 
service announcements, alcohol- related fatalities fell 
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nationally by 10%. The slogan went on to become the 
most highly recognized antidrunk- driving message in 
U.S. history.

How does this intervention influence behavior? 
There are at least two possible mechanisms at work. 
The first is that it capitalizes on a motivating psychol-
ogy: it seeks to reduce the incidence of drunk driving 
by increasing people’s motivation to stand in the way 
of would- be drunk drivers. More specifically, it tries to 
make people feel uncomfortable letting others drive 
drunk and does so by imposing a psychological tax on 
this behavior. It says that you are not a good friend if 
you let a friend drive drunk.

But consider a second possibility. Perhaps this in-
tervention capitalizes not on a motivating psychol-
ogy but on a licensing psychology: perhaps it seeks 
to reduce the incidence of drunk driving by reducing 
people’s inhibitions against standing in the way. This 
mechanism is quite plausible, because people are no-
toriously reluctant to stand in the way, to challenge 
another person’s face, in Goffman’s (1959) terms. 
Such behavior carries with it significant psychological, 
and sometimes social, costs. Under this interpreta-
tion, the friends- don’t- let- friends- drive- drunk inter-
vention seeks to make people feel more comfortable 
intervening and does so by removing the psychologi-
cal tax on this behavior.

The beauty of this particular intervention, and 
perhaps one of the reasons for its success, is that it 
can work both ways simultaneously. What the inter-
vention does effectively is link the desired behavior 
with an identity everyone cares about: that of being 
a good friend. For people who currently fail to stop 
their friends from driving drunk because they are 
unmotivated— that is, for those who do not care if 
others drive drunk— the intervention provides the 
motivation to act. For people who currently fail to 
stop their friends from driving drunk because they are 
inhibited, the intervention provides the license to act.

social- norms Marketing

Another behavioral domain in which interventions 
have sought to leverage social motives is the domain 
of excessive drinking on college campuses. Here, the 
state of the art is the so- called social- norms market-
ing approach, which involves giving students accurate 
data on the prevalence of, and sometimes attitudes 
toward, heavy drinking on campus. The goal of these 
programs is to correct students’ mistaken impression 
that everybody drinks to excess and therefore that 
drinking in moderation will be frowned upon. Thus, 
the programs seek not to reduce the actual psycho-
logical tax on moderation but to correct the percep-
tion of the tax that actually exists on moderation. In 

short, these campaigns aim to show students that if 
they drink in moderation, they are not incurring the 
tax they think they are.

The social- norms marketing approach has been 
used extensively, with mixed results (see Prentice, 
2008, for a review). The approach is clearly designed 
to reduce students’ inhibitions about deviating from 
what they mistakenly see as a campus norm; it is based 
on the assumption that the reason students engage 
in excessive drinking practices is that they do not feel 
comfortable saying no. This is clearly the case for 
some of the students some of the time. However, for 
many students on many campuses, drinking is more 
like littering— they feel unconflicted about it. The 
task, given this motivational landscape, is to make stu-
dents feel more uncomfortable drinking heavily, not 
to make them more comfortable not drinking heavily.

Nonadditive Effects of Psychological and 
Economic Incentives

We have argued that psychological taxes can be just 
as costly, and therefore just as effective at deterring 
behavior, as economic taxes are. We now turn to a 
consideration of the relation between psychological 
and economic incentives. In some cases, these two 
types of levers combine additively, as in the Don’t 
Mess with Texas campaign, where existing fines on 
littering and the appeal to Texas identity both pull 
in the same direction. Psychological and economic 
subsidies can also combine additively, as in cases in 
which people get both economic and psychological 
benefits for doing good— so- called double- bottom- 
line situations. In many cases, however, the relation is 
more complicated. Of particular concern here are the 
various ways in which economic taxes and subsidies 
can have perverse behavioral effects because of their 
effects on psychological taxes and subsidies.

Counterintuitive effects of economic Taxes

Sometimes the imposition of an economic tax on the 
desired behavior can actually increase its supply by 
removing a psychological tax on it. Consider, for ex-
ample, the introduction of cake mixes in the 1950s. 
Testing indicated that homemakers liked the look and 
taste of cakes made from mixes and said they would 
be happy to serve these to their families. When the 
manufacturer released this product, however, sales 
were underwhelming. People simply did not buy 
them. Further investigation revealed the problem: 
homemakers felt uncomfortable using cake mixes be-
cause they did not feel as if they were really baking. 
They wanted baking made easier, but they also wanted 
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what they did still to be considered baking. So what 
the manufacturers did was to incorporate a few more 
steps in the process. Now the mixes required users 
to add eggs, oil, and milk and to beat the batter for 
several minutes. This change provided a big boost to 
sales. Why did it work? The change did not improve 
the appearance or taste of the cakes, and indeed, it 
increased the amount of effort required to use the 
product. But ironically, increasing effort was the key 
to its success. The problem here was not to motivate 
behavior; it was to license it. Homemakers wanted to 
use cake mixes; the motivation was there. However, 
they did not feel licensed to use the mixes until a ma-
terial tax (in this case an effort tax) was added that 
enabled them to use the mixes without undermining 
their identities as homemakers (Etzioni, 1990, p. 69).

Sometimes the imposition of an economic tax on the 
undesired behavior can decrease its supply by remov
ing a psychological tax on a more desirable alterna
tive behavior. Here, we are indebted to legal schol-
ars Lawrence Lessig (1995, 1996, 1998) and Cass 
Sunstein (1996a, 1996b), who have provided many 
examples of how the imposition of legal constraints 
can reduce psychological taxes and thereby license de-
sirable behavior. One particularly compelling example 
is the case of dueling in the South (Lessig, 1995). 
Eradicating dueling in the southern United States 
proved extremely difficult to do. Dueling was a means 
of resolving disputes or matters of honor for Southern 
men of a certain social standing. Even though par-
ticipating in duels was often rational for the duelists 
(as a means of attaining higher status), it came with a 
high collective cost, or at least the cost was perceived 
as high by the states that struggled to ban the prac-
tice. High legal taxes on dueling, which sometimes 
included death, had little deterrent value. One prob-
lem was the difficulty of enforcing the law. Another 
was the steep psychological tax incurred by refusing 
the challenge to a duel. Anyone refusing to duel was 
branded a coward and no gentlemen; no material tax 
on conviction for dueling could compete with that. 
Indeed, Southern males of a certain class simply could 
not say, “I would love to duel you but it is against 
the law,” because the code of honor was meant to be 
above laws made by commoners.

The solution, or at least a more effective solution, 
according to Lessig (1995), was to make disqualifica-
tion from holding public office one of the penalties 
for a dueling conviction. Why was this effective? One 
of the obligations of the Southern gentlemen was a 
willingness to hold public office. Conflicted duelers 
were unable to fulfill that obligation. Thus, refusing 
to duel could now be viewed as consistent with, or at 
least not entirely inconsistent with, the code of honor. 
The psychological tax on refusal was lower. In short, 

the law functioned not so much to constrain Southern 
males from dueling as to license them not to duel.

Note that the effectiveness of this strategy could 
be expected to grow in parallel with the desire among 
members of the targeted group to extract themselves 
from the pressure to duel. With Southern gentlemen 
increasingly seeking a way out, this particular penalty, 
and its licensing properties, became increasingly ef-
fective. Indeed, one reason different interventions or 
remedies are effective later when they were not effec-
tive earlier is that the motivational underpinnings of 
behavior have changed. At one time, people might be 
comfortable doing what they do, but at a later time, 
they might simply be acting as they always have, even 
though their feelings have changed. This dynamic, 
known as a conservative lag, helps to account for why 
public practices often persist long after they have lost 
private support (Fields and Schuman, 1976).

Lessig (1995) gave many other examples of how 
the introduction of laws was effective because those 
laws changed the meaning of behavior, thereby licens-
ing people to do what they wanted to do but had 
been inhibited from doing. One interesting implica-
tion of this analysis is that, under some circumstances, 
people might advocate for laws that would constrain 
them. That is, they might seek a material tax so as 
to liberate themselves from a psychological tax. This 
dynamic can help to explain the somewhat puzzling 
role that Southern businesspeople played in the 1960s 
civil rights legislation. According to Lessig (1995), 
in the hearings surrounding this legislation, many 
business, restaurant, and hotel owners in the South, 
all of them white, testified in support of legislation 
that would make it illegal to do what they currently 
did— namely, not serve African Americans. Why did 
they want to be forced to do what they would not do 
voluntarily? The answer, we maintain, can be found 
in the psychological tax they incurred by voluntarily 
serving African Americans. Voluntarily serving African 
Americans made them vulnerable to accusations that 
they were too greedy or perhaps too sympathetic to 
blacks. This psychological tax deterred them from 
doing something that was in their economic interest. 
Antidiscrimination laws, then, licensed them to do 
what they wanted to do: to serve as many customers 
as they could. In effect, they were asking for one kind 
of tax to free them from a more punitive one.

In summary, a legal intervention’s effectiveness 
depends on its effects on the psychological levers con-
trolling behavior. Most commonly, or at least most 
intuitively, the legal imposition of a material tax gen-
erates additional psychological taxes, including the 
stigma of being a scofflaw or a criminal. However, 
sometimes the material tax reduces psychological 
taxes by legitimating a desired but inhibited behavior.
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Sometimes the imposition of an economic tax on the 
undesired behavior can increase its supply by remov
ing a psychological tax on it. An excellent example 
of this dynamic is provided by an intervention study 
conducted in ten private day- care centers in Israel 
(Gneezy and Rustichini, 2000). The targeted group 
was not the children but their parents, many of whom 
were routinely tardy to pick up their children. The in-
tervention strategy was one of traditional deterrence: 
the investigators imposed a tax on arriving late. At 
six of the day- care centers, they posted the following 
announcement:

As you all know, the official closing time of the 
day- care center is 4 PM every day. Since some 
parents have been coming late, we . . . have de-
cided to impose a fine on parents who come late 
to pick up their children. As of next Sunday a fine 
of NIS 10 [about $4] will be charged every time 
a child is collected after 4:10 PM. This fine will be 
calculated monthly, and it is to be paid together 
with the regular monthly payment.

The remaining four day- care centers served as a con-
trol group. The fine was imposed in the fifth week of 
the twenty- week observation period and was removed 
in the seventeenth week.

The results were striking. The number of late pick-
ups increased significantly with the imposition of a fine 
and remained at the higher level even after the fine 
was removed. What accounts for this perverse effect? 
One interpretation is that the introduction of an eco-
nomic tax reduced the psychological tax that parents 
had been paying when they picked up their children 
late, a tax that was sufficiently high that most parents 
did not want to pay it. That is, before the fine, tardy 
parents were inflicting costs on the other parents and 
on the day- care- center staff— they were being free 
riders— and this behavior cost them psychologically 
through the damage it did to their private reputation, 
their public reputation, or both. Once a fine was in-
troduced, latecomers were no longer free riding; they 
were simply paying a material price for their lateness.

This intervention prompts two additional observa-
tions. First, note that there surely would have been 
some price at which the tax would have had a deter-
rent effect, though not necessarily a price that would 
have been feasible to implement. Second, it is quite 
possible that this intervention did not have the same 
effect on all members of the targeted group: it may 
have constrained those who had previously come late 
but liberated a new (and larger) set of latecomers. 
That is, the original free riders may have been stimu-
lated by the fine to start showing up on time, but a 
larger group of parents, who had previously been con-
strained by the moral implications of latecoming, may 
have been freed up by the fine. The more general point 

here is that to the extent that the motives that drive 
status- quo behavior vary across members of a targeted 
group, so too will the effects of new incentives.

To summarize this discussion of taxation, we can 
say the following: imposing a material tax can have 
the effect of removing a psychological tax. This tax 
will increase the desired behavior, but only if the ex-
isting psychological tax was suppressing the desired 
behavior (as was the case for dueling in the South). If 
the existing psychological tax was actually encourag-
ing the desired behavior, introducing a material tax 
can lead to a reduction in the desired behavior (as was 
the case for tardy day- care pickups).

Counterintuitive effects of economic subsidies

Economic and psychological subsidies operate very 
similarly to economic and psychological taxes. Often 
the two combine additively, as, for example, when one 
receives both economic and psychological gains for 
contributing to the public good. Tax deductions for 
charitable giving would be one example; the case of 
social investing would be another. However, they do 
not always combine additively, as the following ex-
amples illustrate.

Sometimes the introduction of an economic subsidy 
for the desired behavior can decrease its supply by remov
ing an existing psychological subsidy for it. Consider 
the case of blood donation. In the early 1970s, when 
Britain was considering trying to increase its blood 
supply by moving from a strictly charitable system 
to a compensated system, Richard Titmuss, a social 
policy authority, wrote a book arguing that this move 
would have adverse effects on both the quantity and 
quality of the blood supply (Titmuss, 1971). In this 
book, he argued that compensating blood donation 
would make it less attractive to people because the 
compensation would deprive them of the gratification 
they received from what heretofore had been an act of 
civic virtue. In other words, he argued that the offer 
of an economic subsidy would reduce the psychologi-
cal subsidy donors received. Moreover, he maintained 
that the magnitude of the economic subsidy would 
almost certainly not be high enough to compensate 
for the loss of the psychological subsidy. These claims 
generated a great deal of controversy, in part because 
Titmuss himself offered little data in support of them. 
However, recent theory and evidence have borne 
Titmuss out, at least to some extent (Mellstrom and 
Johanneson, 2008). For blood donation, as well as 
for any other behaviors linked to civic virtue, the psy-
chological benefit people receive from the action is 
undermined if they begin to receive economic benefit 
from the action as well.

Another example of this paradoxical effect is pro-
vided by not- in- my- backyard, or NIMBY, projects, 
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which include transportation improvements (rail lines 
and airports), power plants, wastewater treatment 
plants, landfills, prisons, half- way houses, and home-
less shelters. These so- called noxious facilities pre-
sent a collective action problem, in that they provide 
benefits for the collective but come at a cost to those 
neighborhoods that host them. The consequence, of 
course, is that everyone resists them. The traditional 
solution to this problem is to tax all those who ben-
efit from the facility and use that money to subsidize 
those who accept the facility in their neighborhood. 
However, this approach has not been very successful 
in getting communities to accept NIMBY projects, 
and in many cases it has produced lower acceptance 
rates than no compensation (Frey and Jegen, 2001; 
Frey and Oberholzer- Gee, 1997).

Why are subsidies ineffective in this case? One 
problem is the signal that is conveyed by offering 
compensation— the signal that no one wants this facil-
ity and thus it must be highly undesirable. The act of 
accepting the compensation also signals that one can 
be bought or bribed: it brands one the kind of person 
who would put his or her children at risk for money. 
The economic subsidy, thus, reduces any psycho-
logical subsidy that derives from accepting a NIMBY 
project out of civic- mindedness and could even in-
troduce a psychological tax on acceptance (i.e., the 
stigma of being bribable). Of course, a large- enough 
subsidy might compensate for these psychological 
taxes. However, an alternative form of subsidy appears 
to work more efficiently: NIMBY projects fare bet-
ter when communities are offered compensation in a 
restricted form, for example, in the form of new parks 
or school improvements (Kahan, 2003). Even though 
from a rational- actor perspective the offer of compen-
sation in a restricted (nonfungible) form would seem 
less attractive, in this case nonfungibility increases at-
tractiveness because it reduces the psychological tax 
on accepting NIMBY projects. It licenses communi-
ties to accept these projects (and the associated com-
pensation) without being seen as, on the one hand, a 
sucker, or, on the other hand, a sellout.

The general question of the relationship between 
economic subsidies and behavior change has received 
increasing scrutiny with the growing popularity of 
conditional cash transfer (CCT) programs (Fiszbein 
and Schady, 2009). These programs are typically em-
ployed in communities where there is deemed to be an 
underinvestment in human capital, usually education 
and preventive health care. Most commonly, these 
programs are designed to increase parents’ promotion 
of their children’s education and health by providing 
the parents with economic incentives conditional on 
specific outcomes, such as school attendance and 
visits to public- health sites. The results of these pro-
grams have been mixed (Lomeli, 2008). For example, 

CCT programs have had more consistent positive ef-
fects on school attendance than on educational out-
comes; similarly, they have had more consistent posi-
tive effects on frequency of visits to health clinics than 
on health outcomes. The question arises, When does 
seeking out opportunities to improve one’s education 
or one’s health lead to such improvements and when 
does it not?

We cannot claim to have a complete answer to the 
question of when and where conditional cash transfers 
will be effective, but the analysis we have presented 
suggests some guidelines. One key issue, for example, 
is whether the current level of the problematic action 
or inaction is best represented as due to a deficit of ap-
proach motivation or a surplus of avoidance motiva-
tion. For example, are students not attending school 
because they are not interested in attending school, 
or are they interested but inhibited by, let us say, an 
oppositional ideology prevalent in their peer group? 
If the latter were the case, even a small amount of 
economic compensation to parents or students might 
prove effective, because it would reduce the psycho-
logical tax imposed by the oppositional ideology— 
that is, it would license students to both go to school 
and do well there. If, on the other hand, students 
were interested in attending school but were inhib-
ited by structural barriers, then compensating school 
attendance might even reduce it by reducing the in-
trinsic interest of those students who managed to go 
despite the structural barriers (see Deci, Koestner, 
and Ryan, 1999). Again, what all of these examples 
illustrate is the importance of understanding the field 
forces operating on the behavior prior to the intro-
duction of subsidies.

Sometimes subsidizing a certain level of consump
tion can reduce the likelihood of higher consumption 
levels by imposing a psychological tax on it. Personal 
use of office supplies— so- called pilferage— imposes a 
$40- billion- a- year cost on American businesses (http://
www.missouribusiness.net/sbtdc/docs/problem_ 
employee_theft.asp). Confronting this problem has 
proven difficult because most interventions offend 
employees and prove counterproductive.

One solution that has been shown to be effective 
is to give employees an allotment (a subsidy) of sup-
plies that constitutes some percentage of what the per 
capita loss typically is (Kahan, 2003). For example, if 
the average employee typically takes ten pens per year 
from the work place, the employer might give each 
employee an upfront annual allotment of six pens. 
With this allotment, the total annual loss of pens is 
likely to be less than the previous average. Why? The 
answer lies in the effect of the allotment on the mean-
ing of taking the seventh and all subsequent pens. 
When they have been given six pens, employees no 
longer feel as entitled to that seventh pen as they 
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previously did. The allotment introduces a psycho-
logical tax on any additional pens taken.

Calibrating Taxes and subsidies

In many of the foregoing examples, economic taxes 
and subsidies failed, at least in part, because they 
were set too low. This is often the case. Material in-
centives are subject to a host of symbolic, practical, 
and political constraints that keep their values low. 
Psychological incentives are typically subject to less 
scrutiny, although their values are limited by practical, 
and sometimes ethical, considerations as well. Given 
this reality, we would like to underscore a point we 
have made several times in passing: releasing or un-
freezing behavior often requires less of an interven-
tion than motivating it does. For example, consider 
the effect that the first person leaving a social event 
has on the number and rate of other people leaving. 
If people are enjoying themselves and are reluctant to 
leave, the effect of a single person leaving is likely to 
be minimal and highly dependent on the status and 
visibility of that person. On the other hand, if people 
are miserable and desperate to leave, the defection of 
a single person, no matter how unassuming and low 
in status he or she is, might prompt a mass exodus. 
In the latter case, the model functions not to create 
the impulse to leave but merely to license one that 
already exists.

This observation suggests a modification to a point 
we made earlier. In our discussion of the success of 
the Don’t Mess with Texas antilittering campaign, we 
speculated that a Don’t Mess with New Jersey cam-
paign would not be nearly as effective, because most 
residents of New Jersey do not identify strongly with 
their state. This claim would be true if the function 
of the campaign was to motivate people not to litter. 
However, if the situation on the ground was that resi-
dents really did not want to litter but felt pressured to 
do so by social norms (a situation that might actually 
obtain in some areas of New Jersey), then a Don’t 
Mess with New Jersey appeal might be sufficient to 
release them from their inhibitions. More generally, 
when the function of laws is to remove psychological 
taxes and license people to do what they want to do 
anyway, the laws do not need to be very punitive or 
reliably imposed to be effective.

Summary

In summary, we have offered one general and two 
specific arguments. The general argument is that ef-
forts to change behavior must begin with a careful 
analysis of the external and internal circumstances 

bearing on the status quo. This analysis often, if not 
always, depends critically on the collection of data. A 
good illustration of this point is provided by what is 
perhaps the one, uncontested, positive outcome of the 
U.S. military’s 2007 so- called surge in Iraq: the turn-
ing of many Sunni Al Qaeda collaborators into U.S. 
collaborators. This trend began after General Petraeus 
conducted a survey of Sunni detainees and found that 
the most common reason they reported for collabo-
rating with Al Qaeda was to make money to buy lux-
ury goods (Ricks, 2009). This finding led Petraeus to 
intervene by successfully outbidding Al Qaeda, some-
thing the United States could easily do. Of course, 
this strategy is particular to the situation in Iraq; it is 
not necessarily going to work in other insurgency situ-
ations. But that is precisely our point: interventions 
must always be particular to the situation. Moreover, 
it is clear that the outbidding strategy would never 
have been undertaken without a close analysis of the 
situation on the ground, an analysis that was strikingly 
absent during the first four- plus years of the war.

Our specific arguments concern motivational dy-
namics and the levers that can be used to change 
them. We have argued that the critical first step in 
the design of any intervention strategy is to assess the 
sources and strengths of the approach motivation and 
avoidance motivation underlying the status quo. An 
analysis of the motivational dynamics currently oper-
ating will dictate whether the challenge is to moti-
vate or to license behavior, which, in turn, will point 
in the direction of either taxes or subsidies. But, of 
course, taxes and subsidies also require a thorough 
analysis. Our final argument is that, in deciding on 
how to utilize these levers, one must recognize that 
economic and psychological incentives often combine 
in complex ways. Our analysis of these complexities 
has taken full advantage of the benefits of hindsight; 
a pressing agenda item, for researchers and would- be 
interveners alike, is to deepen their understanding of 
the psychology of incentives so that they can predict 
these complexities.

References

Coontz, S. (1992). The way we never were: Families and the 
nostalgia trap. New York: Basic Books.

Deci, E. L., Koestner, R., and Ryan R. M. (1999). A meta- 
analytic review of experiments examining the effects of 
extrinsic rewards on intrinsic motivation. Psychological 
Bulletin, 125(6), 627– 668.

Etzioni, A. (1990). The moral dimension: Toward a new 
economics. New York: Free Press.

Fields, J. M., and Schuman, H. (1976). Public beliefs about 
the public. Public Opinion Quarterly, 40, 427– 448.



PsyChologiCal levers of Behavior Change   •   309

Fiszbein, A., and Schady, N. (2009). Conditional cash 
trans fers: Reducing present and future poverty. Wash-
ington, DC: The World Bank.

Frey, B. S., and Jegen, R. (2001). Motivation crowding 
theory. Journal of Economic Surveys, 15(5), 589– 611.

Frey, B. S., and Oberholzer- Gee, F. (1997). The cost of 
price incentives: An empirical analysis of motivation 
crowding- out. American Economic Review, 87(4), 
746– 755.

Gneezy, U., and Rustichini, A. (2000). A fine is a price. 
Journal of Legal Studies, 22, 1– 17.

Goffman, E. (1959). The presentation of self in everyday 
life. Garden City, NY: Doubleday- Anchor.

Hovland, C. I., Janis, I. L., and Kelley, H. H. (1953). Com
munication and persuasion. New Haven, CT: Yale.

Kahan, D. (2003). The logic of reciprocity: Trust, collec-
tive action, and the law. Michigan Law Review, 102, 
71– 103.

Lessig, L. (1995). The regulation of social meaning. 
University of Chicago Law Review, 62(3), 943– 1045.

———. (1996). Social meaning and social norms. Univer
sity of Pennsylvania Law Review, 144(5), 2181– 2189.

———. (1998). The New Chicago School. The Journal of 
Legal Studies, 27(2), 661– 691.

Lewin, K. (1951). Field theory in social science (edited by 
D. Cartwright). New York: Harper.

Lomeli, E. V. (2008). Conditional cash transfers as social 
policy in Latin America: An assessment of their contri-
butions and limitations. Annual Review of Sociology, 
34, 475– 499. Palo Alto, CA: Annual Reviews.

McClure, T., and Spence, R. (2006). Don’t Mess with 
Texas: The story behind the legend. Idea City Press.

McGuire, W. J. (1996). The Yale Communication and 
Attitude- Change program in the 1950s. In E. E. 
Dennis and E. Wartella (Eds.), American communica
tion research: The remembered history. LEA’s commu
nication series (pp. 39– 59). Hillsdale, NJ: Erlbaum.

Mellstrom, C., and Johannesson, M. (2008). Crowding 
out in blood donation: Was Titmuss right? Journal of 
European Economic Association, 4, 845– 863.

Prentice, D. A. (2008). Mobilizing and weakening peer 
influence as mechanisms for changing behavior: Im-
plications for alcohol intervention programs. In M. J.  
Prinstein and K. A. Dodge (Eds.), Understanding peer 
influence in children and adolescents (pp. 161– 180). 
New York: Guilford.

Ricks, T. (2009) Gamble. New York: Penguin.
Ross, L., and Nisbett, R. E. (1991). The person and the 

situation: Perspectives of social psychology. New York: 
McGraw Hill.

Sunstein, C. R. (1996a). Should government change social 
norms? AEI Bradley Lecture Series. Washington, 
DC: American Enterprise Institute. Retrieved from 
http://aei.org/speech/society-and-culture/poverty/
should-government-change-social-norms/

———. (1996b). Social norms and social roles. Columbia 
Law Review, 96, 903– 968.

———. (2008). Adolescent risk- taking and social meaning:  
A commentary. Developmental Review, 28(4), 421– 570.

Titmuss, R. M. (1971). Gift relationship: From human 
blood to social policy. New York: Pantheon.

Walton, G. M., and Dweck, C. S. (2009). Solving 
social problems like a psychologist. Perspectives on 
Psychological Science, 4(1), 101– 102.



Chapter 18

Turning Mindless Eating into 
Healthy Eating
Brian Wansink

Each day, environmental factors such as the visibility, 
size, and accessibility of food contribute to an ever- 
growing obesity problem in developed countries. 
Understanding these drivers of consumption volume 
has immediate implications for nutrition education 
and consumer welfare. Yet simply knowing the re-
lationship between environmental factors and con-
sumption will not eliminate its biasing effects on con-
sumers. People are often surprised at how much they 
consume, and that revelation indicates they may be in-
fluenced at a basic or perceptual level of which they are 
not aware (cf. Langer, 1990; Ross and Nisbett, 1991).

This relates to one of the ironies of consumption and 
intake research. Although some of the ways environ-
mental factors influence use are intuitively understood 
by consumers, they often believe that these factors in-
fluence other people but not themselves (Pronin and 
Schmidt, this volume; Pronin, Berger, and Molouki, 
2007). Even robust studies involving anchoring, pack-
age size, and estimation find that in the debriefings 
that follow experiments, many consumers believe the 
results yet vigorously claim those factors had no impact 
on them (Pronin and Kugler, 2007; Wansink, 2006a).

While the general concepts may not be surpris-
ing to people, they are surprised to see those factors 
have such an impact on them. Furthermore, some re-
searchers and clinicians may be able to predict some of 
the findings reported here but not be able to offer an 
explanation of why they occurred. That is, they might 
be able to predict some of the outcomes without ex-
plaining the process.

There are three objectives to this chapter:

1. Illustrate the environmental cues that influence 
eating behavior and show that they appear to be 
explained by two basic processes

2. Show that “education” and “awareness” are un-
likely to be effective in helping individuals reverse 
those processes

3. Describe key principles that academics, industry, 
and government can use when partnering to make 
perceptible changes in the lives of individuals

Although some academics and policy makers initi-
ate and complete projects believing they will change 
the world, this may not always be in the way they 
dreamed. Multiple attempts to do so have suggested 
some hopeful lessons that could influence both our 
communication tactics and our leveraging strategies.

Understanding Consumption Quantity  
and Volume

Consumption is typically studied within a single- 
period feeding, such as during lunch, during snacks, 
or during a thirty- minute lab experiment. It is impor-
tant, however, to realize that total consumption con-
sists of both consumption quantity and consumption 
frequency. Consuming one chocolate every hour of 
an eight- hour work day will add to the daily intake as 
much as comsuming eight chocolates in five minutes. 
Total consumption intake within a given time period 
(for instance a 24- hour period) consists of how many 
occasions a food is eaten (incidence) and how much is 
eaten during each occasion.

This distinction is important because different fac-
tors drive these two variables to differing degrees. The 
frequency (incidence) that a food is eaten is influenced 
by the salience of the food and by the effort to obtain 
and consume it. The volume of food that is consumed 
in a sitting is influenced by a wide range of other fac-
tors and is partly— either knowingly or unknowingly— 
mediated thorough consumption norms.

Although the bulk of this review will refer primarily 
to the issue of quantity, or consumption volume, it is 
important to distinguish between factors that influence 
how frequently one eats a particular food (the number 
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of consumption occasions) versus those that influence 
how much is eaten on each of these occasions.

the power of Consumption Norms

People can be very impressionable when it comes to 
how much they will eat (Herman and Polivy, 1984). 
Someone can often “make room for more” (Berry, 
Beatty, and Klesges, 1985; Lowe, 1993) and be influ-
enced by consumption norms around them (fig. 18.1).

For many individuals, determining how much 
to eat or drink is a mundane and relatively low- 
involvement behavior that is a nuisance to continually 
monitor, so they instead rely on consumption norms 
to help them determine how much they should con-
sume (Wansink and Cheney, 2005). Many seemingly 
isolated influences of consumption— such as package 
size, variety, plate size, or the presence of others— may 
suggest how much is typical, appropriate, or reason-
able to eat or drink (Wansink and van Ittersum, 2007). 
As with normative benchmarks in other situations, 
these influences may often be relatively automatic and 
occur outside of conscious awareness (Schwarz, 1996, 
1998). Even when consumption norms do influence 
us, there is anecdotal evidence that people are gen-
erally either unaware of their influence or unwilling 
to acknowledge it (Vartanian, Herman, and Wansink, 
2008).

Past evidence of the presence or the absence of this 
awareness has sometimes been suggested in the con-
text of lab experiments (Nisbett and Wilson, 1977). 
The problem with trying to generalize from such 
artificial contexts is that people are generally aware 
that some manipulation has occurred, and they may 

be reluctant to acknowledge any influence (Ross and 
Nisbett, 1991), primarily because of reactance. This 
phenomenon can best be observed in the context of 
controlled field studies conducted in natural environ-
ments (Meiselman, 1992).

Monitoring Consumption Volume

It is well supported that people who accurately moni-
tor how much they eat consume less than those who 
do not. The trouble is that we are not generally ac-
curate in monitoring how much we eat.

In psychology (Ross and Nisbett, 1991) as well 
as in food research, there is a robust finding across 
many studies that people are consistently not aware of 
the impact that most environmental factors have on 
them. Even when confronted with large biases that 
influence consumption by 50% or more, many partici-
pants in these studies wrongly maintained that they 
alone were unaffected. When shown numerical signs 
in grocery stores that increased purchases by 100%, 
most claimed it did not influence them even after they 
loaded eight cans of soup into their shopping cart. 
The same is true with consumption. That is, when 
shown that the average person eats 50% more when 
given a larger container, most people will claim that 
they would be an exception. When shown that larger 
plate sizes increased consumption by 25%, they would 
claim they were an exception.

These perceptions have important implications for 
people who are trying to be accurate in monitoring 
and controlling their intake of food. These results 
underscore that people must take a food’s visibility 
and proximity into account when they try to estimate 
their prior consumption of it. In general, a food that 
is more proximate to consume— say cookies on the 
counter versus those in the cupboard— may be over-
consumed relative to what one might think (or recall).

Not surprisingly, a major determinant of how 
much one eats is often whether he or she deliberately 
monitors or even pays attention to how much they 
eat (Polivy and Herman, 2002; Polivy et al., 1986). 
In lieu of monitoring how much one is eating, peo-
ple, particularly Americans, will use external cues or 
rules of thumb (such as eating until a bowl is empty) 
to gauge the amount of food consumed (Wansink, 
Payne, and Chandon, 2007).

Unfortunately, using such cues and rules of thumb 
can yield inaccurate estimates. In one study, unknow-
ing diners were served tomato soup in bowls that were 
refilled through concealed tubing that ran through 
the table and into the bottom of the bowls. People 
eating from these “bottomless” bowls consumed 73% 
more soup than those eating from normal bowls, but 
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18.1. antecedents of consumption volume.
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they estimated that they ate only 4.8 calories more 
(Wansink, Painter, and North, 2005).

Food- Related Factors that Stimulate 
Consumption

Outside of hunger itself, perhaps the biggest single 
driver of consumption incidence is the accessibility of 
food. Although broadly classified as “accessibility,”  
this can be separated into (1) the salience of the food 
and (2) the effort necessary to either obtain it or con-
sume it. Whereas the former drives incidence, the 
later drives both incidence and quantity.

Salience of Food

Studies of what initiates eating episodes among over-
eaters have reported that one of the main factors con-
tributing to a consumption episode was simply seeing 
or smelling the food. Consistent with this, a study of 
eating bouts indicated that 33% of the respondents 
reported that their most recent eating bout was pri-
marily stimulated by the salience of the food (“It was 
around or sitting out”).

In one study, 30 chocolate kisses were placed on 
the desks of secretaries either in clear- lidded contain-
ers or in opaque ones. Those in the clear containers 
were more salient and were consumed more quickly 
(2.9 more each day) than those in the opaque con-
tainers (Painter, Wansink, and Heiggelke, 2002; 
Wansink, Painter, and Lee, 2006). Simply seeing or 
smelling a favorite food can increase reported hun-
ger (Bossert- Zaudig et al., 1991; Hill, Magson, and 
Blundell, 1984; Jansen and van den Hout, 1991) and 
can stimulate salivation (Klajner et al., 1981). There 
is now even physiological evidence that the sight of 
food can enhance actual hunger by increasing the re-
lease of dopamine, a neurotransmitter associated with 
pleasure and reward (Volkow et al., 2002).

External cues such as the visual or aromatic 
prominence of the food can also make a food salient 
(Schachter, 1971). Given the frequency with which 
we hear attributions being made to the salience of ex-
ternal cues in everyday conversations, it appears to be 
an idea worthy of scientific investigation. These exter-
nally cued eating bouts are the type that is stimulated 
when one walks past cookies on the table or sees half 
of a cake on a counter. In effect, people claim to eat 
this food “because it’s there.”

Salience can also be internally generated (Wansink, 
1994). It has been found that simply thinking about 
a food and writing down the different situations 
in which it has been consumed has been shown to 

influence how frequently a person intends to eat the 
product within the next two weeks.

Structure and Variety of Food assortments

If consumers are offered an assortment with three dif-
ferent flavors of yogurt, they are likely to consume an 
average of 23% more yogurt than if they are offered 
only one flavor (Rolls et al., 1981). This example is 
typical of many consumption situations in which 
consumers must decide how much of a product to 
consume when there are no formal guidelines to help 
them. It has been robustly shown that increasing the 
variety of a food can increase the consumption volume 
of that food. It is widely supported that the variety 
of a food assortment can increase consumption, but 
the structure of an assortment can also include how 
this variety is presented (organized vs. disorganized) 
and how its portions are distributed (symmetrically/
equally vs. asymmetrically/unequally).

When there is additional variety, they may con-
sume more because the variety helps reduce satiety, 
or because there is more likely to be something there 
that they prefer, or because a consumption norm is 
suggested by the different flavors that implicitly sug-
gest the amount that is appropriate to consume (con-
sumption rule or benchmark).

In one set of studies by Kahn and Wansink (2004), 
greater variety (or greater perceived variety) can make 
a person believe he or she will enjoy the assortment 
more. Concurrent with this is the notion that the va-
riety or perceived variety can also suggest an appropri-
ate amount to consume. Increasing the actual variety 
of a product influences its perceived variety, which 
influences how much one is expected to enjoy eating 
the assortment, which finally influences consumption 
volume. Parallel to this, the size of the assortment can 
also function as a crude consumption norm of what 
should be eaten in this particular situation.

Recent studies have shown that it may not only be 
variety that influences consumption, but it may also 
be the perceived variety one has that drives consump-
tion. One study gave consumers 300 M&M candies 
that were either in the form of 7 or 10 different col-
ors. Although the candies tasted identical, people who 
were offered 10 different colors ate 41% more than 
those given 7 (Kahn and Wansink, 2004). Further evi-
dence of how perceived variety (versus actual variety) 
can influence consumption was shown when people 
were offered either organized or disorganized assort-
ments of six flavors of jelly beans. Those offered the 
disorganized assortment rated the assortment as hav-
ing more variety, and they took 92% more than those 
offered the organized assortment.
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One explanation that has been offered for this gen-
eral effect is that it is a response to overcome sensory- 
specific satiety. Yet this recent evidence suggests that 
interpretation may not explain all of the variance. 
Another set of studies involving first and fourth grad-
ers replicated the studies by giving children six colored 
plastic spiders and asking them to take as many as they 
wanted to play with during the class break. When the 
colored spiders were disorganized (mixed together) 
children took 2.1 more spiders than when they were 
presented to them organized by color. The same was 
true with colored beads (Kahn and Wansink, 2004).

Size of packages, portions, and Inventory

There is a wealth of evidence that packaging and por-
tion sizes have been increasing over the years (Young, 
2000; Young and Nestle, 2002). It is well supported 
that the size of a package can increase consumption 
(Wansink, 1996), as can the size of a portion in lab 
environments (Rolls et al., 2004), restaurants (Rolls, 
Ello- Martin, and Ledikv, 2005), and movie the-
aters (Wansink and Park, 2001). With packages, the 
amount by which consumption is raised has generally 
been shown to be 18%– 25% for meal- related foods 
(such as spaghetti), and 30%– 45% for snack foods 
(Wansink, 1996). In within- subject lab studies, por-
tion size has been shown to increase consumption by 
18%– 43%, and it increased lasagna consumption by 
23% in restaurants and popcorn consumption by 48% 
in movie theaters.

What is not known, however, is why this occurs. 
While a “clean your plate” explanation might explain  
part of this increase (Wansink and van Ittersum, 
2007), the same overconsumption is also found when 
people pour from larger containers of less edible prod-
ucts such as shampoo, cooking oil, detergent, and 
dog food. Indeed, the package- size studies all used 
portions (of M&Ms, chips, spaghetti, and so forth) 
that were large enough such that it was impossible to 
eat them all in one sitting. Even in these situations, 
people ate more. Another suggestion, that of the 
larger packages having lower unit costs, explains 40% 
of the variation in some situations (Wansink, 1996) 
but certainly not in situations (such as lab studies) 
when all the food is given freely.

A general account that is more likely to be op-
erating in all of these situations is one that is more 
perceptually- based. Recalling the consumption norm 
notion noted earlier and in figure 18.1, it could sim-
ply be that large packages and large portion sizes sug-
gest what an appropriate consumption amount might 
be. Even if people do not clean their plates or finish 
the packages, the size of what was presented to them 

may have given them liberty to perhaps consume past 
the point that they might have with a smaller, but still 
unconstrained amount.

What is notable is that package and portion sizes 
even increase the consumption of unfavorable foods. 
Moviegoers in Philadelphia were given large or 
medium- size containers of stale, 14- day- old popcorn. 
Despite the poor taste of the popcorn, people ate 30% 
more from the larger size container (Wansink and 
Kim, 2005).

Stockpiled Food

Bulk buying and warehouse club stores have allegedly 
contributed to a food- rich environment because they 
encourage bulk buying. Two of the few studies on 
this topic compared food- storage habits in homes of 
obese and nonobese families. Unfortunately, not only 
did they fail to establish causality, they also failed to 
find consistent results: the first showed that stockpiled 
food was more visible in the homes of obese families, 
but the second showed the opposite (Terry and Beck, 
1985).

In one of the few published papers to directly 
manipulate and observe the impact of stockpiling on 
consumption, Chandon and Wansink (2002) stock-
piled people’s homes with either large (12 units) or 
moderate (4 units) quantities of eight different foods 
and monitored their consumption for 12 days. They 
found that when a product was stockpiled, it was used 
at over twice the rate as the nonstockpiled amount for 
about the first 8 days after being obtained. After the 
eighth day, its consumption was similar to that of a 
less stockpiled product, even though plenty remained 
in stock.

How does stockpiling a product influence your 
consumption rate and consumption volume of it? 
Visibility is one means by which the salience of a food 
is stimulated (Wansink and Deshpande, 1994), and 
there is evidence that stockpiling contributes to the 
salience and visibility of a food, thus increasing how 
frequently it is eaten and how much is eaten on each 
occasion. Yet the higher awareness caused by prod-
uct stockpiling or by point- of- consumption salience is 
more likely to trigger consideration when the product 
is convenient to consume than when it requires prepa-
ration (Chandon and Wansink, 2002).

Shape of Serving Containers

It has been estimated that approximately 74% of the 
calories we consume are consumed using intermedi-
ate devices such as bowls, plates, glasses, or utensils 
(Wansink, 1994). How do these items influence our 
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consumption of foods? We know that the quantity 
of food presented to a person can increase their con-
sumption volume. What happens, however, if we hold 
the quantity of food constant and present it to con-
sumers in different size bowls, plates, or serving plat-
ters? Earlier work with packaging has shown that even 
when we give people larger packages that are half full, 
they eat more than if they are given an equal amount 
of the product in a smaller package (Wansink, 1996).

Serving oneself a food or a beverage requires cog-
nitive effort to decide what to serve, how to serve, 
and how much to serve. While part of this process is 
cognitively driven, part is perceptually driven (Bruner, 
1957; Coren and Hoenig, 1972; Gregory, 1972; 
Neisser, 1967). For instance, if a consumer decides to 
eat half a bowl of cereal, the size of the bowl acts as a 
contextual stimulus that may influence how much he 
or she serves and subsequently consumes. Contextual 
stimuli, such as the size of a plate or a bowl, may pro-
vide signals that consumers use in decision making, 
even if they are of little diagnostic or rational value 
(Rao and Monroe, 1988). Such stimuli offer cogni-
tive shortcuts that allow evaluations, decisions, and 
behaviors to be made with minimal cognitive effort.

Consider glasses. When people look at objects, 
there is a tendency to focus on height more than width.  
This tendency to focus on the vertical was noted by 
Piaget, and it is one reason why people comment on 
the height of the St. Louis Arch and not on its width 
(which is the identical size). Studies with teenagers at 
weight- loss camps showed that people who were ran-
domly given a short, wide 22- ounce glass poured 88% 
more juice or soda into the glass than those given tall, 
narrow 22- ounce glasses. They believed, however, 
that they had poured half as much as they actually did. 
Similar results were also found with bartenders. When 
asked to pour 1.5 ounces of liquor into short, wide 
(tumbler) glasses, they poured 30% more than when 
instead pouring into tall, narrow glasses (Wansink and 
van Ittersum, 2003).

Another illusion is the size- contrast illusion. In 
the context of food, this illusion would suggest that 
if we spoon 4 ounces of mashed potatoes on a 12- 
inch plate, we will be more likely to underestimate its 
size than if we had instead spooned it on to an 8- inch 
plate. That is, the size- contrast between the potatoes 
and the plate is greater when the plate is 12 inches 
than when it is 8 inches.

A study at an ice cream social confirmed this ten-
dency to put more into large bowls. People were 
given either 12- ounce or 20- ounce bowls and either a 
tablespoon to scoop their ice cream or a 3- tablespoon 
scoop. People put 21% more ice cream in the large 
versus medium bowls, and they dished out 14% more 

if they used the large scoop rather than the smaller 
one. With plates and bowls and spoons there is a basic 
tendency to use their size as an indication of how 
much should be used. The larger the transfer device, 
the more we use.

Summary

In the past thirty years, reasonable advances in re-
search and policy have focused on the “outcome” of 
food intake in different types of environments. The 
field of food consumption and intake is at a point, 
however, where the next step needs to be in the direc-
tion of understanding the whys behind food intake. 
The focus needs to explain why we do what we do 
and not just show it. Doing this would make for more 
precise research and more effective policies— policies 
that will have fewer unintended consequences— and 
will entail more of a focus on developing and test-
ing process- models and theories of consumption. 
Such models and theories will allow more produc-
tive integration across studies and attempts to iden-
tify the more fundamental low- involvement drivers of 
consumption.

Two general mediators that appear to be promis-
ing places to start are consumption norms and con-
sumption monitoring. As noted in figure 18.1, both 
of these are likely to be factors that at least partially 
mediate the impact of seemingly disparate concepts 
(such as package size, variety, and social influences) 
on consumption.

Keeping a focus on the process behind con-
sumption— the whys behind it— will help us move this  
interdisciplinary field in ways that can raise the profile 
and the impact of our research on academia, on policy 
makers, and ultimately on consumers.

Consumption is a context in which understanding 
fundamental behavior has immediate implications for 
consumer welfare. Yet simply knowing the relation-
ship between environmental factors and consumption 
will not eliminate its biasing effects on consumers. 
People are often surprised at how much they con-
sume, and this indicates they may be influenced at a 
basic or perceptual level of which they are not aware. 
The most immediate implication of this research lies 
in directly altering environmental factors so that they 
do not have unintended effects. For dieters, diabetics, 
or those limiting their food intake, the environment 
can be altered to limit their consumption. Table 18.1 
outlines ideas that can serve as further steps in these 
directions.
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Are Awareness and Education the Solution?

When we review the environmental factors that lead 
to overeating, there are two consistent explanations 
for most accounts of overeating: (1) higher consump-
tion norms, and (2) lower consumption monitoring. 
Yet knowing that these are the two underlying cul-
prits to overeating does not stop us from overeating. 
First, most people do not believe that these are sig-
nificant contributors. Second, most people may be 
unwilling to acknowledge that the environment has 
any impact on us at all. Although they make over two 
hundred more decisions each day than they think they 
make (Wansink and Sobal, 2007), many of these are 

“automatic” food choices where they unconsciously 
eat without considering what or how much food they 
select and consume. This observation is consistent 
with other psychological work that shows that people 
tend to have flawed self- assessments, leading to an 
unmerited overconfidence (Dunning, 2005). With 
food- intake decisions, their overconfidence may lead 
to overconsumption and weight gain.

the problem of awareness

Consumption occurs within a context where under-
standing fundamental behavior has immediate im-
plications for consumer welfare. Yet simply knowing 

Table 18.1 Altering one’s personal environment to help reduce food intake

the five S’s of the food environment how one’s personal environment can be altered to help reduce consumption

Salience of food: 
salient food promotes salient hunger

Eliminate the cookie jar or replace it with a fruit bowl.
Wrap tempting foods in foil to make them less visible and more  
forgettable.
Place healthier, low- density foods in the front of the refrigerator and the 
less healthy foods in the back.

Structure and variety of food assortments:  
structure and perceived variety  
drives consumption

Avoid multiple bowls of the same food (such as at parties or receptions) 
because they increase perceptions of variety and stimulate consumption.
At buffets and receptions avoid having more than two different foods on 
the plate at the same time.
To discourage others from overconsuming at a high variety environment 
(such as at a reception or dinner party), arrange foods into organized  
patterns. Conversely, arrange foods in less- organized patterns to help 
stimulate consumption in the cafeterias of retirement homes and  
hospitals.

Size of food packages and portions:  
the size of packages and portions  
suggest consumption norms

Repackage foods into smaller containers to suggest smaller  
consumption norms.
Plate smaller dinner portions in advance.
Never eat from a package. Always transfer a food to a plate or bowl in 
order to make portion estimation easier.

Stockpiling of food:  
stockpiled food is quickly consumed

Out of sight is out of mind. Reduce the visibility of stockpiled foods by 
moving them to the basement or to a cupboard immediately after they 
are purchased.
Reduce the convenience of stockpiled foods by boxing them up or  
freezing them.
Stockpile healthy, low energy- density foods to stimulate their  
consumption and to leave less room for their high- density counterparts.

Serving containers:  
serving containers that are wide or large 
create consumption illusions

Replace short wide glasses with tall narrow ones.
Reduce serving sizes and consumption by using smaller bowls and 
plates.
Use smaller spoons rather than larger ones when serving oneself or when 
eating from a bowl.
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the relationship between environmental factors and 
consumption will not eliminate its biasing effects on 
consumers. People are often surprised at how much 
they consume, and this finding indicates they may be 
influenced at a basic level of which they are not aware 
or do not monitor. Our immediate environment 
can work for us or against us. On one hand, it can 
unknowingly entice and contribute to our overcon-
sumption of food. On the other hand, it can be less 
conducive to overeating, leading us to lose weight in a 
way that does not necessitate the discipline of dieting 
or the governance of another person.

Given that people so dramatically underestimate 
the number of food- related decisions they make in a 
day, it is not unfair to say we often engage in mind-
less eating. Each of these small decisions is a point 
at which a person can be unknowingly influenced by 
environmental cues. In the interest of better control-
ling food intake, people need to be more aware of the 
number of decisions that influence what they eat, as 
well as when they start eating and when they stop.

One study (Wansink and Sobal, 2007) suggested 
that we make over 200 more food- related decisions 
each day than most of us realize. Each of these deci-
sions that we are not consciously aware of provides 
an opportunity for being unknowingly influenced  
by environmental cues. Here I will show that people 
(1) are not aware of overconsuming, or (2) not aware 
of being impacted by these cues after the cues and 
their general impact are made salient.

a Meta- analysis of awareness

Consider four controlled field studies that investi-
gated how environmental factors such as package 
size, serving bowl size, and plate size influenced how 
much people consumed in natural environments 
when the people were randomly assigned to an ex-
aggerated treatment condition. Participants in these 
studies spanned a wide range of ages and backgrounds 
(including graduate students, moviegoers, and Parent 
Teacher Association members), and in each study they 
were systematically assigned to different conditions 
and their consumption behavior was assessed. Across 
all of these studies, the same two questions were asked 
of those in the exaggerated (e.g., big bowl) treatment 
conditions:

1. “How much did you eat compared to what is typi-
cal for you?”

2. “In this study, you were in a group that was given 
[a larger bowl]. Those people in your group ate 
an average of 20%– 50% more than those who were 
instead given [a smaller bowl]. Why do you think 
you might have eaten more?”

The qualitative data collected during the postex-
periment debriefings were coded using content- analysis  
procedures (Neuendorf, 2002; Webber, 1989). The 
answers to the first question about amount eaten 
were coded as either “less than,” “about the same,” 
or “more than.” The second question about expla-
nations for overeating was coded as (1) they denied 
eating more, (2) they attributed it to hunger, (3) they 
attributed it to the intervention, or (4) another expla-
nation (being in an exciting situation, etc.). Individual 
calculations of coding reliability between the two cod-
ers were alpha = .94 (for the “how much” question) 
and alpha = .74 (for the “why” question). Much of 
the variability for the why question was due to the an-
swers that were subsequently coded upon agreement 
as “miscellaneous.”

In total, 379 people were involved in these field 
studies, with 51% (192) being in the exaggerated 
environmental- cue condition. Brief descriptions and 
results for each study are shown in table 18.2. Within 
these treatment groups, the average increase in con-
sumption over the control was 31%. However, an av-
erage of 73% of the participants believed they ate as 
much as they normally ate. Of those remaining, an 
average of twice as many believed they had eaten less 
than those who thought they might have eaten more 
(19% vs. 8%). For those 8% to have eaten enough to 
fully account for this 31% increase, each would have 
had to eat an average of 387% more than the average 
member in the control group.

When told of their treatment groups’ bias and 
when asked why they might have eaten more, 52% 
claimed they did not eat more, and 31% said that if 
they did eat more, it was because they were hungry. 
Only 2% of the participants believed they had eaten 
more because of the environmental cue that had been 
specifically named. Fifteen percent claimed they ate 
more for miscellaneous reasons, such as because it was 
a special occasion (the Super Bowl) or because it was 
“free.”

Of those who did believe it possible that they ate 
more, only 2% acknowledged it was because of the 
environmental cue. The hesitancy to acknowledge 
being influenced by an external cue is common and 
has even been found when people are presented with 
tangible evidence of their bias. For instance, when 
pouring a standard drink of alcohol, the horizontal- 
vertical illusion has lead professional bartenders with 
over five years of experience to pour an average of 
29% more alcohol in short, wide glasses (tumblers) 
than tall, narrow glasses (highball glasses) which held 
the same volume (Wansink and van Ittersum, 2005). 
When confronted with their bias and when shown  
that they poured at average of 1.9- ounces compared 
to the 1.5- ounces that was prescribed, the general 
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reaction was one of disbelief and denial, despite the 
tangible evidence (Wansink and van Ittersum, 2003).

Why education and awareness Do Not Seem to Work

Lab studies have often found that people either do 
not believe they were influenced by external cues or 
do not want to admit that this was the case (Nisbett 
and Wilson, 1977). While such studies have not been 
systematically evaluated, their anecdotal evidence has 
often been discounted because of their demand ef-
fects (Vartanian, Herman, and Wansink, 2008). Using 
field studies, I have shown here that people claim to 
be unaware of these factors, ultimately increasing their 
consumption. Even when confronted with empirical 
data, most participants in environmental manipula-
tions continue to disavow the findings or to look for 
alternative explanations. Although these results do 
not fully disentangle unawareness from denial, the 
consistency of the findings across studies points to 
a strong systematic influence that goes beyond what 
people either know or will confess.

Regardless of the reasons that researchers do not 
always see the change they hoped to influence, what 
remains is that they may have much less of a direct 
impact on people than they might want to believe. 
Even when they do happen to be successful in gener-
ating awareness of their work— be it through publica-
tions, presentations, or press— it is not clear that it is 
presented in a way that indicates to people how they 
should change (see figure 18.2). As a result, people 
can hear something “interesting” but be uncompelled 
to make a decision to change in their own life.

Even when people do wish to change— which 
can be the case when a person takes away diet tips 
from a new research study— something prevents them 
from doing so. In some cases it may be the inertia or 
structural barriers in their life. In other cases, it sim-
ply may be that we do not provide them the support 
structure— the choice architecture (Thaler, Sunstein, 
and Balz, this volume)— that is needed to make the 
difference between a nice idea and a nice change.

Turning Mindless Eating into Healthy Eating

There are two common levels of analysis within the 
large ecological context of the food environment: a 

macro level and a micro level. At the macro level, the 
focus is on government regulation, food- industry in-
centives, school lunch programs, and advertising cam-
paigns (Brownell and Horgen, 2003). At the micro 
level, the focus is on making a choice— such as that 
between fresh fruit or a sweet snack.

Within this broad ecological context, there is an 
intermediate level that is often overlooked because it 
lies between the arenas of policy and personal choice. 
This intermediate level is the environment in which 
we live and work. It is a level that can influence food 
intake without involving the taste, texture, or quality 
of the food itself. That is, regardless of whether one is 
eating an apple or an apple pie, environmental factors 
can often unknowingly drive intake. To avoid having 
to continually make caveats about different food cat-
egories, it is useful to differentiate those drivers that 
are independent of the food from those that are more 
dependent.

High at the 30,000 foot- level, critics blame low- 
priced, easily available food for making us fat. Some 
blame government subsidies to agriculture, supersizing 
food companies, and even the schools. If all of these 
were gone, our environment would clearly be less obe-
sigenic. Would we all revert back to having the sleek, 
trim figures of people we see in 1950s black and white 
photos? That is less clear. Changing capitalism and 
changing the world is a slow process. In this case, it is 
not clear how much of the world wants to change, or 
even how trim it would actually make us (see fig. 18.3).

Neither this micro nor macro approach holds 
bright promise for the person who wants to get his or 
her family or him or herself back on the right track. 
One extreme is slow, futile, and unlikely to work; the 
other is all consuming and prone to relapse.

The key to change may lie more in the middle. 
People can reengineer their personal food envi-
ronment to help them and their families eat better.  
They can move from mindless overeating to mindless 
better eating.

the Laboratory of Life

Academics and policy makers often observe incon-
sistencies in the choices made by people. Some re-
searchers specialize in uncovering the biases that lead 
to poor choices. But knowing what people should 
do does not make the researchers and policy makers 

Research insight Awareness Decision to change Action and change

18.2. Making people “aware” is not enough. We need to help them act and change.
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experts on helping those people change— telling them 
is not always helping them. In some ways, the re-
searchers and policy makers are as unrealistically naive 
about their power and influence as the participants 
who believe they are not influenced by the size of a 
bowl or the “health halo” from a menu.

Much academic research collects data in highly 
controlled behavioral laboratories, where reasoned 
thought is king and decisions are made on a com-
puter keyboard. Most of the professional hours of 
policy makers is spent in chaotic, tension- filled rooms 
with special interests and competing positions, where 
the realities of human behavior are replaced with po-
sitions or assumptions about what is best and what 
people ought to do.

It is easy for them to believe they are on the right 
track if they look at the wrong cues. Academics can 
believe their ideas are having an influence if they are 
accepted by good journals and cited by colleagues. 
Policy makers can believe their ideas are having an in-
fluence if they receive funding or they result in laws 
that are passed.

What is missing from many of their lives as academ-
ics or as policy makers is the experience they can gain 
from the laboratory of life. They only know whether 
their ideas have been accepted by other academics 
and policy makers, not whether they have been ac-
cepted by the people who were originally intended 
to be helped.

the National Mindless eating Challenge

Because people are generally unwilling to believe that 
their eating habits are impacted by the environmental 
cues around them, they respond in two ways. Either 
they are resistant to general advice, or they do not 
know where to start to make the stylized changes that 
would be most useful for someone in their particular 
situation.

To help provide a solution to this dilemma, the 
National Mindless Eating Challenge was formed. 
From a research perspective, there were three initial 
objectives of the challenge:

1. Track the field success of lab- tested tips
2. Develop profiles of dieter typologies to provide 

stylized feedback
3. Determine what form of feedback best encourages 

compliance and success

After making preliminary discoveries, we should be  
able to use these insights to help close the gaps in fig-
ure 18.2. Doing so would tighten the link between com-
municating insights and actually changing behavior.

MethOD

More than 10,000 individuals who were interested in 
changing their eating behavior registered on a web-
site (www.MindlessEating.org). A random sample of 
2,500 of these individuals were offered the opportu-
nity to be involved in the first stages of calibration for 
the National Mindless Eating Challenge. While 17% 
of these had read the book, Mindless Eating: Why We 
Eat More Than We Think (Wansink, 2006), the ma-
jority had not.

The book had identified five common eating goals 
(1– 5 below). Based on interactions with people after 
the book was published, four additional goals were 
added (6– 9). The initial segmentation of individu-
als was based simply on which goal they wanted to 
focus on in the upcoming month. The nine eating 
goals were

1. Reduce meal stuffing
2. Reduce snack grazing
3. Reduce restaurant indulging
4. Reduce party binging
5. Reduce desktop/dashboard dining
6. Eat more
7. Eat better
8. Help family eat less or healthier
9. Maintain weight loss

Participants were then asked to complete a lengthy 
online questionnaire that included self- reported mea-
sures of wellness, weight, productivity, happiness, and 
recent medical history. Following this, they were ran-
domly given three food- behavior suggestions from a 
pool of tips that had been empirically supported by 
academic research. For each of the nine eating goals, 
8 to 21 lab- tested tips were identified as being poten-
tially relevant.

The basic goal of the program was to provide small, 
easy- to- implement changes that could be made pain-
lessly but that would yield sizable results over time. 

Eating Better Is Best

Change capitalism

Eat better:
Re-engineer your

personal eating environment

Join the “diet-
of-the-
month”

club

• Slow & futile
• Will it really make you 

lose 30 lbs?

• Personalized to 
what’s easiest for you

• Lose 10–20 lbs/year

• All-consuming
• Relapses are likely

18.3. Where is the greatest potential for change?
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Based on the estimated calorie savings of each change, 
the average person who was successful in implement-
ing half of their changes would lose the mathematical 
equivalent of 15- 20 pounds a year if everything else 
remained relatively equal in their lives (including their 
metabolism).

After each individual in the challenge disclosed his 
or her primary eating goal for the month, the indi-
viduals were randomly given three of the suggestions 
from the relevant pool. They were then asked to write 
down (1) their biggest barrier to implementing that 
tip, (2) one strategy they could use to overcome that 
barrier, and (3) an estimate of how many days in the 
next thirty they would be able to successfully accom-
plish that behavior.

They were then provided a Monthly Margin Daily 
Checklist to track their progress (see figure 18.4 for 
example). They were instructed to write their three 
changes for that month onto the three rows of the 
checklist and to check off each day they successfully 
made the change.

Each Friday for the next four weeks they received 
a reminder through email, and they were also given a 
range of the amount of weight they would lose over 
a year based on the number of checks they had made. 
At the end of the month, they were invited back to 
the website where the process repeated itself.

The process was repeated for three months, after 
which changes in wellness, weight, and compliance 
were assessed for each of the tips in each of the goal 
groups. A composite measure of wellness was devel-
oped based on their answers to happiness and wellness 
questions. Compliance and weight change were mea-
sured separately (Wansink, Just, and Payne, 2009).

reSuLtS

Among the 2,374 who completed a month or more of 
the program, the average weight loss was 2.3 pounds 
(with a range of +0.8 to −12.6 pounds). Preliminary 
analysis of those who stayed in the program for all three  
months (1,743) showed they achieved an average 
weight loss of 5.2 pounds. As a point of comparison, 
the same month the challenge was started, another 
program was initiated— a traditional face- to- face pro-
gram with 73 individuals who were given two months 
of free dietary advice and free access to the health club 
(Personal Weight Loss Coach). Their reported weight 
loss over the first two months was 8.2 pounds but had 
dropped to 4.9 pounds at the end of the third month.

The reported weight of those involved in the 
Mindless Eating Challenge gradually continued to 
decrease over each of the three months (−2.3, −4.4, 
−5.5 pounds). In contrast, the weight loss of those 
in the Personal Weight Loss Coach program was ini-
tially more drastic (see figure 18.5) but the rate de-
clined after the two- month program was over (−6.1, 
−8.2, −4.9 lbs.). In spite all of the advantages of the 
“high touch” Personal Weight Loss Coach, the trend 
of progress after the second month became concern-
ing since the weight changes were not as apparent. In 
contrast, the slow- and- steady mindless changes sug-
gested by the Mindless Eating Challenge continued 
to show increased effectiveness with the passage of 
each month.

It must be understood that these were not ran-
domly selected groups of people. Those people 
who came to a website or those who signed up for 
a personal trainer may not be comparable along cer-
tain dimensions. For instance, some of these might 

18.4. illustration of an accountability chart used with the 
national Mindless Eating Challenge.
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have been restrained eaters (Ward and Mann, 2000), 
and others might have struggled with ego depletion 
(Baumeister, 2002). Additionally, this study examined 
only those who stayed with the programs. A larger 
group of people dropped out of the web- based pro-
gram than out of the personal trainer program. That 
is why it is important to condition these results by 
saying among those completing three months of the 
program, steadier weight loss was found among those 
who had been involved in the web- based program 
than in the personal coach program.

While segmenting individuals based on their eating 
goals was more effective than giving general advice, 
further segmentation strategies were explored using 
the various measures that had been obtained. A prom-
ising segmentation strategy that had proven useful in 
post hoc analyses involved two dimensions of control: 
(1) the general degree of self- control one exhibited 
or claimed to have, and (2) the degree of control one 
had over their immediate environment. Whereas the 
first dimension is self- explanatory, the second is in-
tended to distinguish between an individual who can 
easily make changes to his or her environment (per-
haps someone who lives alone or otherwise controls 
food purchasing and preparation decisions within a 
household) from someone who instead is a member 
in a large household. Making dichotomous splits be-
tween these two variables yielded four behavioral seg-
ments (low/low, low/high, high/low, high/high). 
When multiplied by the nine different goals, this re-
sulted in 36 reasonably homogeneous segments. A 
further analysis of the success of various lab- tested tips 
within these 36 segments yielded a rank ordering of 
what appeared to be most effective for these different 
profiles of individuals.

In a series of follow- up studies, we experimented 
with how to most effectively present these sugges-
tions to individuals in a way that would encourage the 
greatest compliance and satisfaction. One study worth 
noting involved 3,000 people who where presented 
these tips in one of three ways:

1. The Choose Yourself group: Here are 173 lab- 
tested tips. Choose 3 to use this upcoming month.

2. The Five- Choose- Three group: Here are 5 tips 
most statistically related to success for someone 
like you. Choose 3 to use this upcoming month.

3. The Here’s Three group: Here are 3 weight- loss 
tips most statistically related to success for some-
one like you.

All participants were told they could also make up 
their own tip and that they did not need to be con-
strained to what we suggested. One example of this 
that led a couple to lose 33 and 44 pounds was their 

self- generated tip to not sit down for lunch or dinner 
unless both a fruit and a vegetable were on the table. 
Across all three groups no more than 4% generated 
their own tips.

For one month we tracked compliance (the per-
centage of tips implemented each day) and satisfac-
tion. We found that giving a person too much latitude 
in their choices reduced their compliance. Giving 
people less choice did not lead to low satisfaction. As 
can be seen in figure 18.6, satisfaction was still rated 
in excess of 70%. The libertarian paternalistic idea of 
reducing the number of defaults (3 suggested choices 
instead of 173) but still allowing free choice (“make 
your own tip”) led to more compliance and higher 
satisfaction. It is still unclear what the long- term 
progress would be, and further study is needed across 
time and different groups of people.

Four thoughts about Changing eating habits

This laboratory- of- life experience— trying to influence  
behavior in the real world— brings lessons of both 
discouragement and encouragement. Its results are 
discouraging because they show that even the most 
practical insights are difficult for people to implement 
because they do not recognize their relevance, they 
lack motivation to make them work, or they lack the 
step- by- step encouragement and direction.

The encouragement that comes from the labora-
tory of life is that there is an easy way to be productive 
in both ivory towers and public policy bunkers while 
also taking a break to breathe fresh air that inspires 
fresh thinking. In working with the National Mindless 
Eating Challenge, here are four lessons I have learned 
that are now my working hypotheses on how to help 
people translate our insights into action.
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prOVIDe eVIDeNCe that the ChaNge WILL WOrk

The world is filled with advice. Our forte as academics 
is our ability to prove or disprove the effectiveness of 
our ideas and programs. We can prove that, on av-
erage, people eat 27% more when given a 12.5- inch 
plate than a 10.5- plate. If a dietician were to command 
a person to use smaller plates, it might engender reac-
tance. If we say it with proof, we can engage reason.

All of the changes suggested in the National 
Mindless Eating Challenge have empirical proof 
that they influenced single- session intake by at 
least 12%. While we do not always know how this 
would translate into a person eating at a truckstop 
in Bristow, Oklahoma, or eating at Thanksgiving in 
Correctionville, Iowa, we have good reason to believe 
they would still be more likely to work than not.

gIVe a StyLIzeD Set OF ChaNgeS

As the grand inquisitor scene in The Brothers Kara
mozov suggested, too much freedom of choice can be 
paralyzing to many people. Recall that in the National 
Mindless Eating Challenge one group of people was 
told they could choose whatever changes they wanted. 
Yet compliance to those changes was not high in this 
group. Instead, compliance was highest— exceeding 
70%— when we told them what changes were most 
correlated with success for someone like them and did 
not allow them to select their own. There are a couple 
important elements to understand. First, they were 
told specifically what to do. Second, they were given 
evidence that this was not generic advice but rather 
what was uniquely relevant to them.

Where is the freedom of choice in a situation such 
as this? It is the escape hatch that they are still in-
structed that they can choose any other tip they wish. 
Although they might appreciate the freedom of hav-
ing the option, less than 4% ever took the option, and 
these were often hold- over tips from a prior month.

give a Tool for daily Personal aCCounTaBiliTy

One often- mentioned rule of thumb in behav-
ioral modification says it takes about 28 days— one 
month— to break an old habit and to replace it with 
a good one.

At the end of every day, people were asked to check 
off the changes they accomplished that day (fig. 18.7).  
This small act of accountability is intended to make 
people more mindful of what they are doing, more 
accountable, and provides its own small reward.

As mentally disciplined as most of us like to think 
we are, nothing beats having to face facts each night 
and check off a little box. We have very selective 

memories, but the Power of Three checklist lets us 
know just why— or why not— we have painlessly lost 
two pounds on the thirty- first of the month.

give regular enCourageMenT and feedBaCk

Habits are reinforced by days of scripted behaviors. 
Suggested behavioral changes—regardless of how 
compelling, are likely not to work when they encoun-
ter the tyranny of the moment.

Providing some sort of community of encourage-
ment can help move behavior changes from experi-
ments to habits. With the National Mindless Eating 
Challenge, there are three major ways we try to pro-
vide encouragement and a sense of a supportive vir-
tual community.

First, we provide weekly reminders and encourage-
ment, telling people how much weight they would 
lose over a year based on how well they have done 
that week on making their behavior changes. Second, 
we reengage with them at the end of every month to 
hear how well things have gone for them and to pro-
vide fresh suggestions. Third, we occasionally share 
ideas or solicit their feedback on various topics we 
think would be of interest to them.

Partners in Change: From Individuals to  
Industry to Government

As academics we have the flexibility and unfettered 
creativity to develop ideas, lab- test these ideas, and 
even concept test them in the laboratory of life. To 
scale up their influence, it can help to have a partner. 
In the case of health- care, both companies and gov-
ernments have much to gain.

From proof of Concept to proof of profitability:  
a retailer Case Study

Taking ideas from tested to practicable is important. 
What could accelerate their adoption, however, is tak-
ing ideas from tested to profitable. Given the costs 
of health care, the corporate incentive to encourage 
healthier eating may be changing.

One way to move from proof of concept to proof 
of profitability is in a corporate setting. As part of the 
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retailer’s benefits package, a number of employees 
from individual stores were involved in the National 
Mindless Eating Challenge, which was launched on 
November 26, 2007. All employees of these stores 
were given the option of signing up for the program at 
no cost. After signing up and providing self- reported 
measures of well- being, they were asked questions 
that enabled them to be segmented into one of 36 
profiles based on their eating goal, their self- control, 
and the extent they could control the food environ-
ment in their home.

Following their completion of the survey, they were 
given table 18.3 which emphasized the basic principles 
of the program. They were then given a Power of 
Three checklist (recall fig. 18.7). They were encour-
aged to write in the three small changes they had been 
given to try each day for the next month and to place 
their monthly checklist next to their bathroom mirror 
or their bedside and to complete it each evening.

On each Friday, participants were sent a reminder 
to keep up with their checklist and some words of en-
couragement. They were also given the opportunity 
to go to a specified web address to report the total 
number of days they successfully made each of their 
three behavior changes (0– 21). Based on the number 
of successful changes they had made and based on our 
estimated range of calorie savings per change (cali-
brated by lab studies), we were then able to give them 
automated feedback of a range of how many pounds 
they would lose over the course of a year.

At the end of each month, the employees were 
invited to return to the website and report their ex-
perience. They could change their eating goal at that 
time. Based on a new eating goal and based on the 
success of their prior month, they would then be 
given three new suggested changes to make the next 
month. Should they have wished to use one of their 
own changes, they could also do so.

A company such as these retailers is interested in 
having happy, healthy, productive employees. If an em-
ployee can move to a healthier weight, it could have im-
plications for both health- care costs and productivity.

While the payback to this program has not yet 
been determined, the key lesson from this brief de-
scription of a case study is not in the details of the 
success of what the program might show in terms of 
reduced health- care costs and increased productivity. 
The lesson is that it may not always be an impossible 
step from an interesting insight to an impactful one. 
It may also be a step that is worth taking with the 
type of partners— corporations— that we would not 
otherwise have considered.

The government for the People and for Better nutrition

All governments are filled with examples of tremen-
dously cost- effective programs that have transformed 
the lives of people involved. Unfortunately, these 
governments also have examples of programs that 
have been disappointingly ineffective. In fact, there 

Table 18.3 Mindless eating: Developing your own plan to mindlessly eat better

key points advantages Disadvantages

Your mindless margin. By making 100– 200 calorie 
changes in our daily intake, you won’t feel deprived 
and backslide.
Mindless better eating. Focus on reengineering small 
behaviors that will move you from mindless overeat-
ing to mindless better eating. Five common places 
to look (diet danger zones) include meals, snacks, 
parties, restaurants, and your desk or dashboard.
Mindful Reengineering. To trim your mindless margin, 
you can use basic diet tips, but a more personalized 
approach is to use (1) Food Trade- offs, or (2) Food 
policies. Both give you a chance to eat some of what 
you want without making it a belabored decision.
The Power of Three. Design three easy doable changes 
that you can mindlessly make without much sacrifice.
Mindless margin checklist. Use this daily checklist to 
help you move from mindless overeating to mindless 
better eating.

Easy and inexpensive
No hunger or deprivation
Easy to use with family members
No foods are off- limits, but portions 
are reduced 
Can fit any routine; flexible to what 
a person thinks will be easiest for 
him or her
Weight stays off
Can be used instead of other diets, 
along with other diets, or after other 
diets

Weight loss is gradual:  
a 100– 200 calories a day is 
10– 20 lbs a year. 
Until small changes become 
second nature, this works best 
when a daily habit checklist 
is used.
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are perhaps as many reasons for failure as there are 
programs. One idea this chapter has continually em-
phasized, however, is that the presumption that ed-
ucation and awareness will change behavior is both 
wrong and insufficient.

CeNter FOr NutrItION pOLICy aND prOMOtION

The U. S. Department of Agriculture (USDA) is the 
standard bearer of health promotion as it relates to 
nutrition. Responsible for providing the USDA guid-
ance is the Center for Nutrition Policy and Promotion 
(CNPP). It establishes new dietary guidelines every 
five years and its website (formerly MyPyramid.gov) 
is the second most visited government website aside 
from the IRS. It provides the nutritional guidance for 
decisions made about the WIC program, the Food 
Stamp program, and the School Lunch program.

In 2007, I received a presidential appointment 
to be the Executive Director of CNPP for fifteen 
months, until the next administration came to office 
(Squires, 2008). The first change made was to refocus 
the efforts of the center on where it could make the 
most difference most immediately. Because the “nu-
tritional gatekeeper” is estimated to influence around 
72% of the eating decisions made by his or her family 
members (Wansink, 2006b), all CNPP efforts were 
refocused on influencing this person. The overall ob-
jective was to aim at 24/7 360- degree nutritional in-
formation. We wanted to touch or nudge these gate-
keepers wherever they purchased and prepared food 
and wherever they worked and played (IFIC, 2008):

1. Messaging was retargeted and new media— such 
as podcasts, YouTube, audio clips, online games, 
interactive tools, and home activities— were de-
signed and launched.

2. Four new tools— the MyPyramid Menu Planner, 
MyPyramid for Pregnant and Breastfeeding 
Mothers, MyPyramid for Preschoolers, and 
the Cost- of- Feeding a Child Calculator— were 
launched.

3. Over 100 corporate partners were enlisted 
through the Partnering with MyPyramid pro-
gram, which incentivized them to promote the 
dietary guidelines however and wherever they 
wanted— on packaging, online, in stores, schools, 
homes, and so on.

Part of the insights the CNPP used in develop-
ing new tools and approaches for outreach involved 
understanding what ideas had been effectively dis-
seminated at the local level and what ideas had been 
effectively disseminated by corporations. As a result 
of using these ideas, web hits to the MyPyramid.
gov website increased 44% in 15 months, up to 5.6 

million hits per day, making it the most accessed fed-
eral (.gov) website (Wansink, 2009).

Influencing the nutrition tools that agencies like 
the CNPP use involves “life evidence” as much as 
it involves lab evidence. This need raises the impor-
tance of finding the most convincing context in which 
to develop a proof of concept. Sometimes that path 
might be through a grant from the National Institutes 
of Health, whereas in other cases it could be through 
the success of a retailer’s benefit package.

State exteNSION aND FrONtLINe NutrItION

Many of those who most desperately need nutrition 
guidance are those who can afford it least. Fortunately, 
many pockets of need are covered by frontline pro-
grams sponsored by state extension programs and 
other personnel (such as WIC or EPNEF).

Yet while these programs have contact time, this 
does not mean they are as effective as they could be. 
The four findings noted above would be ones that 
could very easily be used to help these educators 
slightly modify their approach in a way that might 
have longer- term influences. Here is a review of the 
insights from our experiences in outreach:

1. Provide evidence the change will work.
2. Provide a stylized set of changes.
3. Provide a tool for daily personal accountability.
4. Give regular encouragement and feedback.

In working with various educators from these pro-
grams, I have observed that many are very good at 
providing regular encouragement and feedback. This 
quality is facilitated by the fact that some programs, 
such as WIC and EPNEF, necessitate regular meet-
ings and feedback sessions.

What is not consistently evident is the use of the 
first three principles. Too often an overworked educa-
tor will give a person a list of eating commandments. 
These are sometimes provided with little convincing 
evidence the methods will work, with little regard for 
their personal circumstances, and with little guidance 
on how to regularly stay the course.

While effective web- based algorithms can stylize 
feedback and provide continued support, it is wrong 
to believe that a similar, but “higher- touch,” ap-
proach would not work for frontline nutrition staff. 
A basic flowchart offers a reasonably stylized amount 
of feedback for the most common profiles. Branching 
questions that separate people into diagnostic pro-
files could then be used to provide more relevant and 
proven suggestions. Furthermore, free resources, such 
as a printed version of the monthly checklist, could 
be given as tracking tools. Individuals can use such 
resources to track themselves and to show educators 
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so they know how to adjust what they teach and the 
advice they give.

No programs without partners

Perhaps the most effective way to induce change is 
to have somebody else help. As policy makers or aca-
demics, what we can do by ourselves or with our own 
agency is limited. Regardless of how talented and ex-
perienced we believe we might be, we are limited in 
our vision, our resources, our connections, and so on. 
Policy makers and academics become much less lim-
ited, however, when they partner with others whose 
strengths can match the former’s weaknesses.

One of the most effective rules of thumb we could 
use when thinking of new ideas and new outreach ef-
forts is: no programs without partners. Our partner 
can be a Fortune 500 food company or a school lunch 
program in Meridan, Ohio. It can be another agency 
or another researcher. It can be a benefits officer or a 
journalist.

Consider two projects that benefited from cooper-
ation with multiple partners: (1) the Smarter Lunch-
rooms Project and (2) the Small Plate Movement.

The Smarter Lunchrooms Project (www.Smarter 
Lunchrooms.org) is aimed at improving the food 
choices students make at school. Instead of restrict-
ing the types of foods that are available, the goal is 
to modify school lunchrooms in a way that guides 
or nudges students toward better choices without 
them realizing it. The notion of constrained volition 
(Wansink, Just, and Payne, 2009) involves altering an 
environment in a way that gives people the illusion 
of choice by constraining them in an imperceptible 
manner. Studies have shown that students ate more 
healthily when food was reorganized and trays were 
eliminated and when they had to pay cash (versus a 
debit card) for desserts and sugared drinks (Wansink, 
Just, and Payne, 2009).

Two partners were critical in making this happen. 
The USDA sponsored some of the earlier studies 
through a cooperative agreement. After the stud-
ies were conducted, a series of joint research bulle-
tins were produced with USDA research sponsors. 
Following this, the School Nutrition Association was 
enlisted to help disseminate the findings through their 
annual conference, website, and mailings to members. 
While the project could have been conducted without 
the cooperation of either group, their partnerships 
helped sharpen and disseminate the message to more 
groups with more effectiveness.

The second illustration is the Small Plate Move-
ment. Given the encouraging results reported earlier 
about using smaller plates, the Small Plate Movement 
was launched (www.SmallPlateMovement.org). The 

purpose was to help consumers make a small change 
(use smaller plates) that could help them eat less and 
have a possible ripple throughout other parts of their 
lives. By signing the Small Page Challenge, they agreed 
to use a plate no larger than 10 inches for at least a 
month.

There were five key partners. The first was the 
Cornell University Food and Brand Lab, which de-
veloped the website and the campaign. The second 
was the TOPS (Take Off Pounds Sensibly) weight- 
loss group, which spread the word through group 
meetings and the blogs and homepages of individual 
members. The third was the National Restaurant 
Association, which promoted the use of smaller plates 
among members citing reduced food costs and higher 
perceptions of value. The fourth were plate manu-
facturers and importers (such as MindlessProducts.
com). And the fifth was an 18,000 person town in 
southern Minnesota.

Albert Lea, Minnesota was selected as a proof 
of concept of how mindless- eating solutions could 
be put into place in real life. As the eating compo-
nent of the Blue Zones Vitality Project, the princi-
ples from the book Mindless Eating became part of 
a pledge taken by over 2,000 families. One of the 
changes people could make was to use a smaller (less 
than 10- inch) dinner plate for six months. Although 
many other changes were also being made (including 
physical activity), smaller plates were one component 
whose anticipated success was bound to result in a 
win- win partnership.

If we cannot find another person or organization 
to partner with us and our program, there could be 
two problems: (1) our program is not as clear and 
compelling as it could be, or (2) it could be a bad 
idea. In either case, trying to enlist a partner will make 
even the early stages of program development more 
efficient. While this means sharing the credit, most 
people would think it better to share the credit for a 
success than the alternative.

Conclusion

The nineteenth century has been called the century 
of hygiene. That is, in that century more lives were 
saved or extended as the result of an improved under-
standing of hygiene and public health more than by 
any other single method. The twentieth century was 
the century of medicine. Vaccines, antibiotics, trans-
fusions, and chemotherapy all helped to contribute to 
longer, healthier lives. In 1900, the life expectancy of 
an American was 49 years. In 2000, it was 77 years.

I believe the twenty- first century will be the cen-
tury of behavior change. Medicine is still making 
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fundamental discoveries that can extend lives, but 
changing everyday, long- term behavior is the key to 
adding years and quality to our lives. This factor will 
involve reducing risky behavior and making changes 
in exercise and nutrition. The more we exercise and 
the better we eat, the longer and more productively 
we will live. There is not a prescription that can be 
written for such behavior. Eating better and exercis-
ing more are decisions we need to be motivated to 
make.

When it comes to contributing the most to the life 
span and quality of life in the next couple of genera-
tions, behavioral scientists could be well suited to ef-
fectively help us make the move and get both of these 
done. And why not start with our eating habits?
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Chapter 19

A Social Psychological Approach to 
Educational Intervention
Julio Garcia

Geoffrey l.  cohen

The causes of academic underperformance are a 
major concern of the educational community and 
policy makers in the United States. Of particular 
importance is the achievement gap between at- risk 
minority students and European American students 
and its potential remedies. Academically at- risk mi-
nority students, such as African Americans and Latino 
Americans, perform almost a standard deviation below 
European American students on intelligence tests and 
earn school grades below those of their European 
American peers (Jencks and Phillips, 1998; Nisbett, 
2009). Between the years 2004 and 2007, while 6 out 
of every 100 European American young adults had 
not received a high school diploma or its equivalent, 
the corresponding figures for African Americans and 
Latino Americans were, respectively, 10 and 22 out 
of every 100 in their ethnic group (U.S. Department 
of Education, 2009). These achievement gaps persist 
in spite of the local and national initiatives aimed at 
closing them (Dillon, 2006; Neal, 2005). In a society 
such as that of the United States, where economic op-
portunity depends heavily on scholastic success, even 
a partial remediation of the achievement gap would 
lead to a positive change in the lives of many at- risk 
children.

Our research focuses on the impact that social- 
psychological factors have on the academic outcomes 
reflected in this gap (Cohen and Garcia, 2008; Cohen 
et al., 2006; Walton and Cohen, 2007). At the heart 
of our effort lies the notion of the classroom as a ten-
sion system in which various factors, including struc-
tural factors such as classroom size and psychological 
factors such as student perceptions, interact to pro-
duce a stable environment that elicits a consistent 
set of attitudes, behaviors, and outcomes over time. 
Differences among groups arise from consistent dif-
ferences both in their objective experience and in 
their subjective perceptions. These notions can aid 

us in understanding student performance and help us 
to develop effective educational practices. They sug-
gest an approach to the achievement gap that we have 
found to be productive and that has important social 
policy implications for addressing the pressing social 
problem of underperformance. Before reviewing our 
work, we will discuss the idea of a tension system and 
its relevance to academic performance.

The Classroom as a Social Tension System

Social environments, classrooms included, can be 
viewed as tension systems consisting of forces in a dy-
namic state of interaction that remains relatively sta-
ble over time (Lewin, 1948, 1951; Ross and Nisbett, 
1991). Generally social tension systems transcend 
single instances. Children, for example, expect to be 
in a classroom with their teacher through the year. 
Also, tension systems consist of forces that are unique 
to them and of other forces that are more general in 
nature, such as cultural norms and moral codes. In 
the United States, for instance, the classroom is seen 
as an environment designed to develop the appropri-
ate and necessary social and intellectual competencies 
of individuals of a particular developmental stage. It 
is assumed that a number of forces or factors will be 
present to promote this goal, including trained in-
structors, appropriate teaching materials, an adequate 
physical space, and a program of learning that consists 
of goals and milestones. Beyond these general factors 
are others unique to individual classrooms, such as the 
teacher’s personality, the demographic makeup of the 
students in the classroom, the curriculum priorities of 
the school, and the administrative leadership.

The forces in a social tension system can facilitate 
or restrain a given outcome. In both the classroom and 
the larger school environment, there are a number of 
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forces that can help or hinder academic performance. 
Schools are systems that, while designed to promote 
learning, can also contain forces that make their tasks 
difficult, or in some cases impossible, to accomplish. 
For example, a school can lack sufficient material re-
sources to provide students and teachers the neces-
sary tools to reach the desired level of performance, or 
the environment may be so threatening that students 
and teachers are unable to overcome it. In interac-
tion, these forces shape the learning environment and 
determine the overall level of performance of its stu-
dents. At a macro level, overarching social factors in 
the form of educational policy, social organization, 
and political ideology can constitute facilitating or 
restraining forces in the classroom. Ideas about ap-
propriate class size, the importance of standardized 
testing, and the impact of socioeconomic class, gen-
der, and ethnic distinctions affect the classroom envi-
ronment to one degree or another. For instance, the 
accountability movement, which issued from theories 
of academic achievement and achievement gaps, has 
had a large impact on the classroom through its effect 
on curriculum priorities, teaching methods, and the 
frequency of standardized testing.

A social tension system that appears fixed has 
reached a point at which the interaction between 
its facilitating and inhibiting forces has stabilized. 
However, this state of balance can be altered or 
tipped by any number of events that trigger a change 
in the relationship among the factors, thus leading to 
a new state of balance or status quo. For instance, the 
intensity of a particular force can change, or a new 
force can be introduced. Student motivation could 
increase, for example, when an esteemed role model 
visits the school (Lockwood and Kunda, 1997), or 
teacher preparation could be raised with an increase 
in subsidies for professional development. The point 
is that while a social environment, like a classroom, 
may appear relatively static and resistant to change, it 
often is not.

To bring about change in an environment, three 
aspects of tension systems need to be kept in mind. 
First, because tension systems involve complex inter-
actions among forces, individual forces can impede or 
amplify one another (Ross and Nisbett, 1991). Social 
approval from peers, for example, can facilitate school 
achievement in a context where such approval is tied 
to academic success. On the other hand, social ap-
proval can restrain school achievement in contexts 
where peers disapprove of academic success or where 
their approval can be more readily won in some other 
domain, such as sports. The effect of a given force, 
in this case social approval, is in large part dependent 
on context. For instance, Fryer and Torelli (2005) 
found that academic success was associated with lower 

popularity for ethnic minority students when they at-
tended predominately White schools, but not when 
they were in predominately minority urban schools. 
Although many interpretations are plausible, differ-
ences in the salience of race in these different types of 
schools may affect how high achievement is perceived 
by students.

Because of the interactive nature of tension sys-
tems, processes can, for good or ill, feed off one an-
other’s effects. This can convert small initial differ-
ences between individuals and groups into large and 
long- term ones, thus exacerbating inequality. This is 
especially the case in environments that allocate re-
wards and punishments based on merit and that de-
fine merit largely in terms of observable performance 
along a few set criteria. For instance, students who 
begin school slightly ahead in academic prepara-
tion may be given opportunities and provided with 
higher expectations, while their low- achieving peers 
are assigned to low- expectation tracks and viewed as 
less able and less worthy of attention and mentoring 
(Rosenthal and Jacobson, 1992; see also Jussim and 
Harber, 2005; Woodhead, 1988). As a consequence, 
lower- achieving students could then perform still 
worse, which in turn could reinforce teachers’ expec-
tations, in a potentially repeating cycle. Each of these 
situations reflects a recursive process in which the 
“rich get richer” or “poor get poorer.” In this way, 
an “underachieving environment” can emerge in the 
latter case and call forth consistent underperformance 
from some groups of students. Some support for this 
notion is found in the finding that low- achieving boys 
entering a new grade may show a large gain in perfor-
mance by apparently leaving behind the norms, ex-
pectancies, and channels of their previous classroom 
(see Dweck et al., 1978). This cycle may also help 
to explain the downward spiral in performance com-
monly observed in junior high school (Eccles, Lord, 
and Midgley, 1991), particularly among minority stu-
dents (Simmons, Black, and Zhou, 1991). This period 
is a time when school becomes more evaluative, the 
performance standards shift upward, and failure pro-
cesses become more likely to feed off of one another.

The second aspect of tension systems to keep in 
mind when attempting to effect change is that many 
of the forces in a system go unobserved or underap-
preciated until efforts to change it are made (Ross 
and Nisbett, 1991). As Kurt Lewin remarked, “If you 
want truly to understand something, try to change 
it.” The Move to Opportunity program provides an 
example of this phenomenon. The program was de-
signed in part to offer disadvantaged children edu-
cational opportunities by providing poor families the 
chance to move to less impoverished neighborhoods. 
This program has had many positive effects, but the 
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hoped- for long- term effects on children’s academic 
test scores did not materialize (e.g., see Sanbonmatsu 
et al., 2006). This lack of improvement may have oc-
curred because of underappreciated restraining forces 
involved in the situation. On moving to their new 
neighborhoods, poor families are faced with a num-
ber of pressing priorities, such as remaining close to 
relatives and friends, which can restrain their ability to 
identify and act on the new academic opportunities 
available to their children.

Finally, although objective structural factors obvi-
ously affect behavior, the mental and psychological 
processes of individuals are also critical elements in 
a social tension system and thus must be considered 
in predicting the effects of such systems on behav-
ior (Ross and Nisbett, 1991). With respect to the 
classroom, while such processes include the student’s 
level of intellectual ability, psychological factors not 
directly related to ability can also affect performance. 
These form what we call the individual’s psychological 
environment— that is, their perceptions of themselves 
and their environment. Among the most important 
of these are factors related to people’s perceptions of 
the fairness of their social environment (Tyler, this 
volume; see also Cohen and Steele, 2002; Huo et al., 
1996; Tyler, 2004). Indeed, perceptions of whether 
fair procedures are used in making decisions and al-
locating rewards and punishments are consistently 
a better predictor of compliance and internalization 
of organizational norms than are the actual allocated 
rewards and punishments (Huo et al., 1996). Also, 
one of the strongest predictors of people’s compliance 
with authorities in an organization, such as students’ 
compliance with teachers in their school, is their per-
ception of procedural justice, the perceived fairness of 
the processes and procedures in their environment.

Moreover, the social psychologists Al Bandura 
and Carol Dweck have documented how psychologi-
cal processes can shape students’ perceptions of the 
academic environment and affect their intellectual 
performance (Bandura, 1986; Dweck, 1999). For in-
stance, two children with the same level of ability and 
confronted with the identical objective level of failure 
can respond in a completely different ways due to dif-
ferences in their psychological functioning. Students 
with low self- efficacy— those who doubt their ability 
to succeed in school— or students who believe that 
their level of intelligence is a fixed quality, are more 
likely than their peers to give up, persevere in ineffec-
tive strategies, experience negative emotion, and fail 
to return to their original performance level following 
failure. By contrast, students with high self- efficacy, 
or those who believe that intelligence is a malleable 
quality that expands with practice, are more likely to 
view a situation as a challenge, try harder, entertain 

novel strategies, and return to and even exceed their 
original performance level.

In summary, both social structural factors and 
psychological factors have a large impact on perfor-
mance. Many psychological factors, as we will see, can 
act as powerful restraining forces, preventing positive 
forces in both the student and the environment from 
asserting their full impact on behavior. Just as drag 
can prevent a car from achieving its top speed and effi-
ciency, psychological forces can lessen the efficacy of a 
school system. Psychological forces can, on the other 
hand, also have substantial impact by acting as tipping 
or triggering agents that permit the positive forces to 
fully assert themselves.

The Minority Achievement Gap

The notion of the school as a dynamic tension sys-
tem informs many current educational initiatives, in-
terventions, and policy aims. It is evident in policies 
to reduce the number of students in a class, provide 
school meals, and increase parents’ involvement in 
their children’s education. These policies assume that 
the school environment is complex, and that key en-
vironmental factors interacting with the student affect 
the system’s overall performance.

The notion of school as a tension system is also 
evident in analyses of the persistent achievement gaps 
found in American classrooms. One of the more ac-
cepted explanations for the gap in academic achieve-
ment between White and Asian students on the one 
hand, and their African American and Latino American 
peers on the other, is that it is primarily due to differ-
ences in socioeconomic status (SES). Central to this 
explanation is the idea that there are factors linked to 
SES that can interact with the classroom in ways that 
affect a child’s academic performance. Among these 
are the presence of college- educated adults who can 
serve as role models or resources, the availability of 
books in the home, the level of vocabulary and the 
amount of social engagement, Socratic questioning, 
and negotiation that occurs in the family (Brooks- 
Gunn and Furstenberg, 1986; Gordon and Lemons, 
1997; Hart and Risley, 1995). While low SES does 
predict lower academic performance, it does not suf-
ficiently explain the performance differences between 
certain groups. Critically the SES explanation offers a 
testable hypothesis that can be stated as follows: when 
a significant number of individuals from these lower 
performing racial or ethnic groups attain middle- class 
SES and above, the performance differences between 
them and European- Americans and Asian- Americans 
will diminish significantly or cease to exist. Much to 
the disappointment of many, the authors included, 
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this has not occurred to the degree one would expect 
given changes in the economic status of racial and eth-
nic minorities. At every level of social economic status 
in the United States, the racial and ethnic achieve-
ment gap persists in spite of the increasing number of 
minority individuals attaining middle- class and higher 
status levels (Hacker, 1995; Jencks and Phillips, 1998; 
Nisbett, 2009; Steele, 1997; see also Bowen and Bok, 
1998).

Given this, we revisited the problem of the 
achievement gap to reconsider the factors at work in 
the classroom and how these might interact to pro-
duce the gap. Our thinking shares the emphasis on 
the importance of the situation at the heart of the SES 
explanation: the individuals in lower- performing eth-
nic and racial groups are not inherently less capable of 
performing well.

a Social psychological Constraint on performance: 
identity Threat

The work of Claude Steele and his colleagues pro-
vided an intellectual underpinning for our initial 
thinking and the research results to buttress it. In a 
series of what have become seminal studies, Steele and 
his associates Joshua Aronson and Steve Spencer dem-
onstrated that the achievement gap between African 
Americans and their European American peers on 
standardized intellectual tests, and between males and 
females on the math portion of these tests, could be 
dramatically lessened by altering the psychological en-
vironment (Steele, Spencer, and Aronson, 2002; see 
also Davies, Spencer, and Steele, 2005; Schmader, 
Johns, and Forbes, 2008).

Members of such groups may worry that their 
poor performance could confirm the negative stereo-
type about their group in the eyes of others, a pre-
occupation called stereotype threat (Steele, Spencer, 
and Aronson, 2002). This threat can cause stress 
that undermines performance. As a consequence, 
altering the psychological environment to render 
the stereotype irrelevant can boost performance. In 
a study conducted by Steele and Aronson (1995), 
African American college students were told that the 
Graduate Record Exam (GRE) they were about to 
take was “diagnostic of academic ability.” This raised 
the possibility for them that they could reinforce a 
negative stereotype about their race’s intelligence 
if they performed poorly. This preoccupation led 
African Americans students to perform at only half 
the level of European American students, controlling 
for prior ability level as roughly measured by previ-
ous test scores. However, African Americans’ perfor-
mance equaled that of European American students 
(again controlling for prior ability level) when the 

same test was presented as “non- diagnostic of abil-
ity,” that is, irrelevant to the stereotype. Similar ef-
fects were shown for the performance of female col-
lege students on a difficult standardized math test in 
a series of studies conducted by Spencer, Steele, and 
Quinn (1999). Women’s performance on a math test 
was significantly lower than that of their male peers. 
By contrast, when informed that the same test pro-
duced no gender differences— that men and women 
performed equally on it— women achieved a level 
of performance equal to that of men. Such effects 
have been documented among other stereotyped 
groups, including Latino Americans (Schmader and 
Johns, 2003; see also Aronson, 2002) and low- SES 
students in school (Croizet and Claire, 1998), high- 
performing White students reminded of the stereo-
type of Asian superiority in math (Aronson et al., 
1999), and White men in the domain of sports (Stone 
et al., 1999). Stereotype threat has been replicated 
in more than a hundred studies and tends to occur 
on relatively difficult tasks that pose the risk of con-
firming a stereotype (Ben- Zeev, Fein, and Inzlicht, 
2004; O’Brien and Crandall, 2003; Spencer, Steele, 
and Quinn, 1999). Among the replications are recent 
studies by a variety of investigators (e.g., Grimm et 
al., 2009; Rydell, McConnell, and Beilock, 2009; 
for reviews, see Schmader, Johns, and Forbes, 2008; 
Shapiro and Neuberg, 2007; Steele, Spencer, and 
Aronson, 2002; Walton and Cohen, 2007; Walton 
and Spencer, 2009).

This research provided a basis for our examination 
of the classroom as a social tension system. It high-
lights the idea that if outcomes differ systematically 
for groups of individuals in a social environment, then 
what appears to be the same environment for every-
one may in fact be different. That is, social environ-
ments can differ radically both objectively and psy-
chologically for the groups in them. It is not difficult 
to think of ways that this could be true in a classroom 
for individuals of certain racial or ethnic groups. At 
the objective level it is possible, due to discrimina-
tion, that such individuals could receive fewer mate-
rial resources, be given less access to teachers or other 
learning specialists, or be held to lower standards than 
their White peers.

However, even in classrooms where the environ-
ment does not differ in any apparently objective way, 
the psychological or subjective environment can dif-
fer for individuals in these groups. The awareness that 
racial prejudices might be in play could make for a 
different psychological environment for stereotyped 
students. To begin with, it would be an environment 
where their group or social identity would be, for 
better or worse, salient to them (Cohen and Garcia, 
2005; Steele and Aronson, 1995). This salience could 
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call forth a host of attitudes and behaviors associated 
with that identity, including a sense of solidarity and 
a set of coping behaviors. It could also give rise to 
chronic concerns not only that they may be judged in 
light of a negative stereotype about their group, but 
also that fellow group members may be so judged as 
well— a preoccupation termed collective threat (Steele, 
1997; Steele and Aronson, 1995; Steele, Spencer, and 
Aronson, 2002; see also Aronson, 2002; Aronson 
and Inzlicht, 2004; Cohen and Garcia, 2005; Cohen  
and Steele, 2002; Cohen, Steele, and Ross, 1999). 
Such concerns can arise irrespective of the actual level 
of prejudice and discrimination in an environment.

For racial and ethnic minorities who find them-
selves the target of negative stereotypes that place 
their intellectual abilities under suspicion, the psycho-
logical environment of the classroom is one in which 
their identity is at risk in at least two ways. First, it can 
be threatening to their self- worth, regardless of their 
race or ethnicity, because of the constant evaluation 
of their skills and the specter of possible poor per-
formance and its consequences. We are not suggest-
ing that such evaluation is necessarily bad, only that 
it can be stressful. Second, the environment can also 
threaten them by raising the possibility that a valued 
aspect of their identity, their group, will be devalued. 
This is something White students do not generally 
experience in the classroom. Because there are two 
sources of stress for minority students, the normal 
stress associated with a chronically evaluative situa-
tion and the stress linked to their social identity, it is 
more likely that these students could reach stress lev-
els that inhibit their performance. Interestingly, those 
who are highly identified with academics and invested 
in doing well are often the most likely to suffer such 
performance- inhibiting anxieties (Marx, Brown, and 
Steele, 1999; Steele, 1997).

There are other aspects of the classroom that can 
be particularly troubling for minority individuals that 
are not generally present in the classroom environ-
ment of Whites (see also Branscombe, Schmitt, and 
Harvey, 1999). These students cannot necessarily 
lessen the threat to their identity by a strong perfor-
mance, since they may understand that those hold-
ing a negative stereotype will often discount counter-
stereotypic behavior. These others may characterize 
those who perform well as exceptions to the rule 
(Richards and Hewstone, 2001) or single out the 
behavior of a single minority that confirms the ste-
reotype (Henderson- King and Nisbett, 1996). Such 
knowledge can lessen the likelihood that they, in spite 
of having performed well, will benefit from a positive 
recursive cycle in which high performance sustains 
itself or promotes even higher performance. Also, 
these students understand that regardless of how well 

they do, there will always be some individuals in their 
group who will perform poorly and potentially pro-
vide evidence in support of the denigrating stereo-
type. We have shown that the mere possibility that 
a fellow group member could do poorly on an intel-
lectual task can change the psychological environment 
for an individual and trigger performance- debilitating 
psychological effects even among elite college stu-
dents (Cohen and Garcia, 2005).

Not only do the social environments of at- risk mi-
nority students and White students differ in critical 
ways, but the environment in which the former stu-
dents function makes it more likely that they will suf-
fer long- term performance deficits. Like their White 
peers, their skills as students are continually being 
evaluated, and so they are subject to all the psycho-
logical consequences that follow from being in such 
an environment. However, beyond the possible aver-
sive consequences present for them personally, they 
carry an additional burden. They must also contend 
with the potentially aversive consequences that the 
environment holds for their group, and by extension, 
that aspect of their identity related to their group, 
known as their social identity. Because their group is 
the target of a negative stereotype regarding the intel-
lectual abilities of its members, these students must 
be concerned about whether they and their fellow 
group members will be judged in light of this widely 
known negative social judgment. This can then in-
tensify psychological factors such as stress that inhibit 
motivation and performance. It will also increase the 
chance that poor performance will yield still poorer 
performance in a prolonged recursive process.

The Identity Engagement Process

The presence of an identity threat for targeted mi-
nority students that their White peers do not ex-
perience underlies differences in the psychological 
environments between these groups and is key to 
understanding the differences in their performance. 
While it is imperative to gain a greater understand-
ing of identity- threat processes and how these interact 
with other factors in a range of social environments, 
the urgency and importance of the issue of minor-
ity achievement leads us to focus on examining these 
processes in school (see Cohen et al., 2007, for the 
role of similar processes in intergroup conflict).

Obviously there are a number of factors that 
identity threat could interact with in the classroom. 
However, we will limit our examination here to those 
factors that could interact with identity threat in a 
way that affects the academic performance of minor-
ity students. Our general notions about how such 
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interactions can play out in the social context of the 
classroom are introduced in figure 19.1 (see Cohen 
and Garcia, 2008). It displays our model of how iden-
tity processes can affect performance and is more fully 
developed in the discussion that follows.

Upon entering an important social environment, 
like a classroom, an individual tends to make a gen-
eral assessment. He or she asks, “Is this a situation in 
which my identity could be a factor in my outcomes?” 
If the answer is yes, the person’s identity will be psy-
chologically engaged. Here we focus on cases where 
the person’s identity has possibly negative, rather 
than positive, consequences for the individual. For in-
stance, most African Americans know that school and 
work fall into a class of situations in which they could 
be judged negatively because of their race, whereas 
certain sports settings are situations in which they 
could be seen positively because of their race (Steele 
and Aronson, 1995; Walton and Cohen, 2007). 
Assessments of the environment are often made non-
consciously and informed by personal experience, his-
torical knowledge, and socialization.

People tend to become vigilant in environments 
where their identity is engaged (Frable, Blackstone, 
and Scherbaum, 1990; Kaiser, Brooke, and Major, 
2006; Purdie- Vaughns et al., 2008). They moni-
tor such situations for cues related to whether their 
identity is relevant to their outcomes, for instance, 
whether it affects how they are treated by impor-
tant figures in their social environment. A minority 
student, for example, might scrutinize a teacher’s 
nonverbal behavior or feedback for evidence of bias 

(Cohen and Steele, 2002; Crocker and Major, 1989). 
As in any hypothesis- testing process, people may be 
more sensitive to bias- confirming evidence than to 
bias- disconfirming evidence (Darley and Gross, 1983; 
Kleck and Strenta, 1980; Walton and Cohen, 2007). 
Vigilance of this sort is a general and adaptive process. 
If one believes that one could be treated poorly or 
unfairly, it is adaptive to monitor for the possibility 
of such treatment until one either is given or gathers 
information to the contrary. For instance, a person 
might suspect that a superior doubts his or her abili-
ties and could disparage or penalize him or her openly 
or behind closed doors. In encounters with this su-
perior, it would be both natural and adaptive for the 
individual to attend to whether this situation is one in 
which the superior’s suspected predisposition will play 
a role. The individual might focus on the formality 
of the superior’s greeting, his or her nonverbal be-
havior, such as body language, the valence or quality 
of the superior’s feedback, or how the superior treats 
others. This would enable the individual to prepare, 
both psychologically and behaviorally, for an aversive 
situation.

If the cues disconfirm the relevance of their iden-
tity to the situation, people will tend to feel that they 
are viewed as individuals, and their performance will 
depend on structural and personal factors such as the  
quality of instruction and their level of self- efficacy, 
identification with school, and skill. In one study, for 
instance, African American students responded as  
positively as White students to critical feedback when 
it was made clear that the critical nature of the feed-
back was motivated not by racial bias but by high 
standards and a belief in their ability to reach those 
standards (Cohen, Steele, and Ross, 1999). When the 
threat of group- based devaluation was disconfirmed, 
students could better avail themselves of the learning 
opportunities in the feedback.

If, on the other hand, the cues confirm the rel-
evance of their identity to the situation, a threat- 
appraisal phase follows. People will assess whether 
they have the ability to deal with the threat, and, if 
they do, whether they want to do so (Lazarus and 
Cohen, 1977). Students might see the degree of bias 
in a classroom as surpassing their ability or desire to 
overcome it. If so, their performance will suffer ei-
ther directly by lowering the motivation to perform 
or indirectly by triggering psychological factors, such 
as stress, that undermine performance. One possible 
outcome is disidentification, or devaluation, in which 
students downplay the importance of school or of the 
criteria being used to evaluate their merit (Schmader, 
Major, and Gramzow, 2001; Steele, 1997). If, on the 
other hand, students perceive that they have the abil-
ity and desire to contend with the threat, this could 

Performance contingent
on instructional quality and

personal factors (self-e	cacy,
identi�cation, ability)

Sustained or
improved performance

Cues discon�rm
identity-relevance

Threat appraisal:
ability and desire to cope

with threat?

Lower
performance

Yes No

Cues con�rm
identity-relevance

Is identity engaged? 

Vigilance

Yes

19.1. The identity engagement model.
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lead to maintained or improved performance, as indi-
viduals marshal the psychological resources to meet 
the challenge (Cohen and Garcia, 2005).

A key aspect of this process is recursion, a cycle of 
repeated steps or outcomes, each based on the result 
of the one before. By definition, the consequences of 
such a cycle can themselves become causes for subse-
quent behavior. In the case of the classroom, a stu-
dent’s performance could not only directly affect him 
or her, but also, because it is socially interpreted and 
acted upon, lead to feedback from others that then 
further affects the person’s performance. For instance, 
a chronically underperforming student may be viewed 
by teachers as less able or may be assigned to a lower 
academic track, either of which could inhibit later per-
formance (Rosenthal and Jacobson, 1992). Negative 
recursion tends to occur in chronically evaluative set-
tings in which opportunities are allocated based on 
a small set of behavioral criteria used to assess merit. 
Recursion, with similar outcomes following one an-
other, occurs not only at the social level but also at 
the psychological level. When students perform well, 
they feel efficacious and less threatened, and as a re-
sult they perform better the next time, which in its 
turn can make them feel more efficacious (Bandura, 
1986). Likewise, when students perform poorly, for 
example as a result of stress, even worse performance 
can follow due to increases in stress, threat, and vigi-
lance (Wilson, Damiani, and Shelton, 2002).

The recursive nature of chronically evaluative en-
vironments also offers an opportunity. Because a re-
cursive process depends on a continuous feedback 
loop, an early interruption of that loop could produce 
long- term benefits. Additionally, because even small 
early gains in performance compound with time, the 
recursive process can be turned to one’s advantage, 
increasing the likelihood and longevity of student suc-
cess (Cohen et al., 2006, 2009).

interventions

The process of identity engagement suggests four im-
portant approaches to intervention. The first, most 
obviously, involves reducing prejudice and stereo-
typing, so as to change the actual and perceived out-
comes associated with a social identity. This is done 
in programs designed to reduce prejudice in schools, 
such as the jigsaw classroom described later in this 
chapter (Aronson and Patnoe, 1997). The second 
approach highlights the value of changing the fail-
ure process in the social environment, so as to block 
downward recursive processes fueled by the social en-
vironment (Woodhead, 1988). Such changes could 
include substituting remedial programs with pro-
grams that challenge even low- performing students 

with high standards (Fullilove and Treisman, 1990; 
Steele, 1997; Steele et al., 2004). Modifications could 
also involve broadening the criteria of merit by using 
alternative modes of assessment, for instance student 
portfolios, that are less susceptible to identity- threat 
processes (see Tierney et al., 2003).

Reducing an individual’s tendency to interpret 
their experience in light of social identity at the vigi-
lance stage and buffering individuals from any det-
rimental psychological or emotional impact of this 
tendency at the threat- appraisal stage are two psycho-
logical intervention strategies suggested by the iden-
tity engagement process (Cohen and Garcia, 2008). 
Contrary to common wisdom, neither approach in-
volves directly confronting the stereotype. Indeed, 
it is possible that doing so may do more harm than 
good, because directly raising the stereotype may be 
distressing to some individuals. Below we will review 
research featuring randomized, double- blind experi-
mental designs testing these two strategies in real- 
world classrooms.

Taking Social identity off the Table at the  
vigilance Stage

This strategy involves helping students to make con-
structive attributions for the challenges they face in 
school through the use of attributional retraining 
(see Wilson et al., 2002; Wilson and Linville, 1985). 
Students are taught to attribute adversity and hard-
ship to factors not directly relevant to race, the ste-
reotype, or a personal lack of ability or sense of be-
longing. Instead they are encouraged to attribute 
adversity and hardship to the challenges inherent in 
school. In one of the experimental conditions in a 
study by Good, Aronson, and Inzlicht (2003), for 
example, students were exposed to role models who 
discussed their initial difficulties after moving from el-
ementary to middle school but who reported getting 
increasingly better grades as they learned the ropes 
and kept working. In another experimental condition, 
they were led to view intelligence as expandable rather 
than fixed, lessening the tendency to see frustration in 
school as evidence of intellectual limitation (see also 
Aronson, Fried, and Good, 2002; Blackwell, Trzes-
niewski, and Dweck, 2007). Compared to students in 
a control group, students in both conditions went on 
to earn higher statewide test scores. Similar positive 
effects of such interventions on grades were displayed 
in a New York City school by low- achieving African 
and Latino American students from economically dis-
advantaged backgrounds (Blackwell, Trzesniewski, 
and Dweck, 2007).

In another experiment, freshmen at a predomi-
nately White university were asked, at the end of the 
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difficult first year of college, to review the results of a 
survey of upperclassmen at their school (Walton and 
Cohen, 2007). The results conveyed, first, that almost 
all students regardless of race felt uncertain of their 
belonging in the first year of college and, second, that 
these doubts lessened with time. The results led stu-
dents to view their doubts about belonging as a com-
mon occurrence rather than unique to them or mem-
bers of their racial group, and as transitory rather than 
fixed. For instance, as one student stated in the survey, 
“I worried that I was different from other students. . . . 
Now it seems ironic— everybody feels they are differ-
ent freshman year from everybody else, when really in 
at least some ways we are all pretty similar.” Students 
were also led to internalize the message by giving a 
speech in front of a video camera, ostensibly for view-
ing by incoming freshmen, describing how their ex-
periences were consistent with these survey results. 
Students thus came to see the difficulties they were 
experiencing in school as part of the normal learning 
curve that most students go through when they enter 
a new environment and face new challenges. While 
the intervention had no consistent effect on Whites, 
it buttressed African Americans’ sense of belonging on 
days of hardship. Additionally, in the following semes-
ter, intervention- treated African Americans earned a 
higher college GPA, an effect that follow- up data indi-
cate persisted into students’ junior year.

lessening the impact of Social identity Threat at the 
appraisal Stage

Instead of affecting people’s sensitivity to the pos-
sibility of being stereotyped, the second psychologi-
cal strategy demonstrates the efficacy of intervening 
at the threat- appraisal stage by increasing people’s 
psychological resources. Underpinning this strat-
egy is the notion that people want and need to see 
themselves in a positive light— to have a sense of self- 
integrity. In other words, people want to believe that 
they are good people and that they can cope with 
their environments. Moreover, it is possible to assure 
people that they do indeed have self- integrity by hav-
ing them engage in self- affirmations. In this process 
people reinforce self- integrity by reflecting on impor-
tant domains of identity unrelated to the provoking 
stressor (Steele, 1988; see also Sherman and Cohen, 
2006). People are better able to cope with threat in 
one domain, school for instance, if they can shore up 
their self- integrity in another, such as family. More 
important, as self- affirmation reduces stress arising 
from evaluative performance settings (Creswell et al., 
2005), we assumed that this, in turn, could improve 
performance (Martens et al., 2006).

Two field experiments were conducted in a sub-
urban middle- class middle school where African 
Americans made up approximately 50% of the student 
body. Seventh- grade students completed an affirma-
tion exercise in class early in the school year, a stressful 
time. They wrote about a personally important value, 
such as religion or relationships with friends (Cohen 
et al., 2006). The exercises, which were usually given 
before a test or exam, had students integrate the value 
into their lives in the context of a series of structured 
writing assignments. Students’ writing touched on di-
verse issues of personal significance. For instance, one 
student wrote, “[Art] is important to me because it 
makes me feel calm. When I’m very upset, like I’m 
going to cry I sit down and start listening to music or 
start drawing a picture.” Another wrote, “My friends 
and family are most important to me when I have a 
difficult situation that needs to be talked about. My 
friends give me companionship and courage. My fam-
ily gives me love and understanding.”

African Americans who had been given the oppor-
tunity to self- affirm earned a higher course GPA than 
students of their race completing control exercises re-
quiring them to write about neutral topics (Cohen 
et al., 2006). The intervention was associated with a 
roughly 40% reduction in the race gap in GPA in the 
course in the fall term. Follow- up data indicate that 
the intervention had an effect on overall GPA that 
persisted for at least two years, roughly eliminating 
30% of the difference in GPA that had existed be-
tween African Americans and European Americans 
in previous years (Cohen et al., 2009). Perhaps more 
tellingly, at the practical level the intervention re-
duced the percentage of African Americans earning a 
D or below in the first term of the course from 20% to 
9%. The latter rate was no different from the rate ob-
served for White students. The potential importance 
of the latter finding is underscored by the fact that the  
poorest- performing students in school often require 
a disproportionate amount of a school system’s re-
sources to provide for their needs. Additionally, pre-
liminary follow- up data related to state achievement- 
test performance indicated that the intervention again 
benefited African American students’ performance. 
Unlike most other interventions, this intervention 
most benefited the most “at risk” students, reducing 
group- based differences in performance while not 
adversely affecting other students (compare Ceci and 
Papierno, 2005).

Although these results seem unique, in fact they are 
not unprecedented. Social psychological research pro-
vides ample evidence that seemingly small interven-
tions can have large and long- term effects (Dholakia  
and Morwitz, 2002; Freedman, 1965; Wilson, 2006; 



SoCial PSyChologiCal aPProaCh   •   337

see also Benartzi, Peleg, and Thaler, this volume; 
Thaler and Sunstein, 2008). Insofar as psychological 
interventions appear to have disproportionate impacts 
in relation to the time, effort, or resources they re-
quire, preexisting environmental processes must be 
instrumental in the transformation of their initial ef-
fects into larger and long- term outcomes (Woodhead, 
1988).

With regard to the results of our research, one 
such process involves recursive performance cycles. 
For instance, as with other effective psychological in-
terventions, the affirmation intervention interrupted 
a downward performance trajectory (Blackwell et al., 
2007; Wilson et al., 2002). The intervention buffered 
students against the negative consequences of early 
poor performance, consequences that would other-
wise compound into increasingly worse performance 
as the result of a recursive cycle. The GPAs of minor-
ity students in the control group declined throughout 
seventh and eighth grade, something not uncom-
mon in the middle school years (Eccles, Lord, and 
Midgeley, 1991). Indeed, the greater the decline in 
grades prior to the experimental manipulation, the 
greater the decline later (Cohen et al., 2006). By 
contrast, the GPAs of intervention- treated African 
Americans declined less over the two years that were 
examined. In fact, not long after the first intervention, 
their grades improved, so that any decline in perfor-
mance they had experienced prior to the intervention 
bore no relationship to their later performance. The 
intervention thus seemed to interrupt a downward 
trajectory and perhaps initiated another, now positive, 
recursive cycle.

Even if the effects on performance are initially 
small, they can become large if they accumulate in 
an additive fashion across multiple trials or tests. As 
an analogy, in professional baseball, small differences 
in the number of successful at- bats during individual 
games can compound over an entire season and ca-
reer and lead to one being considered an all- star 
rather than just another good player (Abelson, 1985). 
Similarly, in the classroom, a small but consistent in-
tervention effect on individual evaluations can com-
pound into a meaningful effect on final grades.

One way in which relatively small initial perfor-
mance benefits can be carried forward is through 
social- psychological processes. Students could, for 
instance, feel self- affirmed by performing well rela-
tive to their standards, even if the improvement was 
objectively relatively minor, such as going from their 
usual C− to a C on an exam. As a consequence of 
being affirmed, the factors inhibiting their perfor-
mance could be reduced. This could be especially 
powerful if a trend of increasingly poor performance 

is interrupted and deflected upward, as was the case 
with students completing the affirmation interven-
tion (Cohen et al., 2006). Students could see this as 
particularly strong evidence of their competence and 
integrity. This reinforcement of their self- efficacy and 
self- integrity would increase the likelihood that they 
would at least begin to perform up to their actual skill 
level.

A meaningful portion of the achievement gap, in 
our view, is due to social- psychological processes that 
inhibit minority students from manifesting their ac-
tual academic skills. There is some evidence to sup-
port this notion in our work. Not long after receiving 
the affirmation, for the first time since the beginning 
of the school year, minority students did not experi-
ence a decline in their performance. In fact these stu-
dents displayed nearly the same level of performance 
as their White peers (Cohen et al., 2006). Social 
comparison processes may have come into play at this 
point. The sense of efficacy and integrity of minority 
students receiving the intervention may be reinforced 
because they see themselves performing almost as 
well as their White peers. These students would also 
have first- hand evidence that intellectual performance 
is malleable rather than fixed— improvable with ef-
fort and practice— a notion that would further their 
motivation and performance (Dweck, 1999; see also 
Aronson, Fried, and Good, 2002).

Because they are performing better, these minor-
ity students may also become less vigilant in regard 
to the stereotype and so less likely to interpret their 
classroom experience in light of it. This would reduce 
the likelihood that they would experience stereotype 
threat and the stress associated with it. Consistent 
with this expectation, the intervention reduced the 
cognitive accessibility of the racial stereotype among 
minority students (Cohen et al., 2006). Because the 
psychological availability of mental concepts affects 
the encoding of social experience (Fiske and Taylor, 
1991), this could in turn have led students to see 
less bias in their school. Indeed, follow- up data sug-
gest that minority students receiving the intervention 
proved relatively more likely to maintain their trust 
in their teachers over the course of the year than did 
their fellow students (see also Sherman and Cohen, 
2006). These perceptions may then have led students 
to interpret their teacher’s behavior more charitably 
and may have helped to sustain their sense of ade-
quacy in school even in the face of adversity (Cohen 
et al., 2009; Huo et al., 1996; Tyler, 2004). In sum-
mary, as a result of the intervention, the students have 
gone from an environment in which they could expect 
only deteriorating performance to an environment 
in which it is possible to do well, and, perhaps more 
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important, one in which they believe their teachers 
will recognize their success.

Social processes can also act as factors that facilitate 
the transformation of initial benefits into long- term 
ones. Students receiving the intervention, upon per-
forming better, may be seen by their teacher as more 
able. Such students may then receive more attention, 
mentoring, and challenge in the classroom (Rosenthal 
and Jacobson, 1992). They may also be more likely 
to affiliate with similarly high- performing students. 
The powerful effects of peer influence could then be 
yet another factor contributing to the transformation 
of the intervention’s short- term impact into long- 
term effects (Cohen and Prinstein, 2006; see also 
Hanuschek et al., 2006).

As a consequence of the impact of these processes, 
the social identity of minority students receiving the 
intervention may become even less of a source of con-
cern. Psychological intervention in this sense is not at 
all small, as its effects can often be reinforced by the 
powerful self- validating nature of perception, motiva-
tion, and performance.

How can psychological interventions be trans-
formed into practices that can be implemented 
throughout a school, a district, or a nation? Scaling 
up interventions into pedagogical practices suitable 
for widespread dissemination constitutes a substantial 
scientific endeavor. Several empirical questions imme-
diately present themselves. For instance, will interven-
tion effects be generalizable, or will they be primarily 
moderated by important features of the context, such 
as its racial composition (Cohen and Steele, 2002)? 
Social identity threat appears to be more acute when 
people constitute a numerical minority (Inzlicht and 
Ben- Zeev, 2000). An implication following from this, 
although speculative, is that interventions aimed at 
lessening such threat may be relatively more effective 
in institutions with a significant number of White and 
other nonstereotyped individuals. Will teachers be 
able to administer the interventions independently 
without the input of researchers with equal success? 
Experimental trials often try to minimize practition-
ers’ and beneficiaries’ awareness of the purpose of an 
intervention to protect the experiment’s validity. But 
when an intervention is scaled up, its purpose and un-
derlying rationale often become widely known. How 
is the effectiveness of a psychological intervention 
affected by students’ or teachers’ being aware of its 
purpose?

In an effort to address such questions in order to 
reach our aim of turning social- psychological interven-
tions into widespread educational practices, we have 
continued working at our original school site with 
sustained success (Cohen et al., 2009). Moreover, we 
have expanded the project to include another school 

site with a more economically disadvantaged and pre-
dominately Latino American student body, where we 
have also obtained positive results. This is encourag-
ing given that Latino Americans constitute the fastest 
growing minority group in the United States.

General Lessons about Intervention:  
Changing a Tension System

We now turn to some general observations that 
emerge from the consideration of social tension sys-
tems, which, among other things, are interactive in 
nature and constituted by social and psychological fac-
tors that can often be difficult to identify. If we are to 
maximize the possibility of bringing positive change 
to the classroom and other settings, it is imperative 
that we increase our understanding of how the factors 
making up a particular tension system can be enlisted 
in the process of creating and implementing interven-
tions across a range of domains. The outcomes of in-
terest could not only include academic outcomes, the 
focus of our discussion, but, among others, those re-
lated to health, well- being, and conflict (Boehm and 
Lyubomirsky, 2009; Cohen et al., 2007).

Sometimes Small things Matter

A theme that emerges in the research summarized 
both in this chapter and in other chapters in this 
volume is that seemingly small interventions can 
have large effects when they target important social- 
psychological processes (Benartzi, Peleg, and Thaler, 
this volume; Thaler and Sunstein, 2008; Wansink, this 
volume). This is not a new idea because much of what 
made classical research in social psychology so note-
worthy is that it demonstrated how seemingly subtle 
factors could have long- term effects. When these 
factors alter people’s underlying values, attitudes, or 
self- concepts, those effects are particularly likely to 
persist (Freedman, 1965). This is especially true when 
these factors set in motion recursive cycles that can 
carry forward, and even augment, short- term effects 
(Cohen et al., 2009).

The notion that subtle shifts in psychological 
functioning can have considerable effects on impor-
tant social outcomes can be seen not only in educa-
tion but also in other domains, such as that of health. 
For instance, Pennebaker and his colleagues have 
consistently shown that having individuals engage in 
expressive writing requiring them to reflect on their 
thoughts and feelings related to a stressor in their lives 
can reduce stress. This in turn can improve health 
outcomes, even among cancer survivors and HIV+ 
patients (Petrie et al., 2004). Self- affirmation seems 
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to underlie some of these health benefits (Creswell  
et al., 2007).

no intervention is an island

A corollary of the notion that small things matter 
is the idea that the effects of an intervention can, in 
turn, depend on contextual factors that can be ob-
vious or subtle (Bertrand et al., 2005). One critical 
implication of that concept is that the impact of any 
intervention will depend on the forces already at play 
in a given social environment. Interventions should 
not be thought of independently from the context in 
which they are administered (Bertrand et al., 2005). 
Although patently obvious, this point is often under-
appreciated or even ignored. Social policy, including 
that involving education, is replete with instances, for 
example, the educational policy geared towards the 
reduction of class size. In response to educational re-
search showing a negative relationship between class 
size and academic performance, well- intentioned policy 
makers enacted initiatives designed to reduce the num-
ber of students in classes. However, implementing these 
initiatives could, at least initially, require employing less 
well trained and less experienced teachers, even though 
a lack of teacher training and experience is associated 
with negative academic outcomes for students. At least 
in the short term, the implementation of these initia-
tives could put at risk any potential gains that would 
result from a reduction in class size, and in turn, having 
any number of negative outcomes, including the waste 
of scarce resources and the rejection of a potentially 
useful strategy for improving student performance.

Any initiative undertaken to alter outcomes in a 
social environment must interact with preexisting ele-
ments in such a way that permits it to have its desired 
end. Moreover, as highlighted in our discussion of 
recursive cycles, the outcomes of such interventions 
may take time before they become apparent. Again, 
these notions carry several implications for policy 
makers. In our hypothetical situation, they could give 
rise to two pragmatic implications. The first would be 
that class- size effects are based on the assumption that 
all other factors in the classroom are kept more or 
less constant, so provision for such constancy should 
be made in the implementation of the initiative. The 
second is the possibility that an intervention’s real im-
pact may not be observed until a significant amount 
of time has passed, so sufficient resources should be 
provided to allow for a fair test of the intervention’s 
effectiveness. For instance, in our example, this would 
involve waiting until a sufficient number of trained 
and experienced teachers are produced or recruited.

Another implication of the idea that intervention 
effects can depend on the contextual factors is that 

the impact of interventions can appear disproportion-
ately large given the resources and time dedicated to 
them. This is what we believe occurred in the case of 
our affirmation intervention. Such an apparently dis-
proportionate effect is contingent on existing factors 
that facilitate motivation and performance. Without 
adequately trained and committed teachers, suffi-
cient material resources, social support, and students 
who have acquired the skills to perform better, psy-
chological interventions stand little or no chance of 
having a significant impact of any size. For example, 
although our affirmation intervention might lead a 
student who does not know how to spell to have a 
more positive sense of self- integrity in the face of his 
or her inability to spell, it will not suddenly turn this 
student into an adequate speller. Moreover, psycho-
logical interventions might prove less effective in a 
disadvantaged school where students may have been 
consistently exposed to less qualified teachers and had 
fewer resources dedicated to them over time than in a 
middle- class school.

However, when such resources are present, psy-
chological interventions can catalyze their impact 
(Cohen et al., 2006, 2009; Menec et al., 2006), and 
lead to a situation in which an intervention’s effects 
seem unusually large or influential. What appears to 
be a small or brief event if viewed in isolation acts as a 
catalyst for a process that realigns the elements in the 
environment so as to allow positive conditions, which 
were not previously fully realized, to manifest their 
impact more completely. For example, critical feed-
back had a strong and positive impact on stereotyped 
students’ performance, but only when accompanied 
with a message that ascribed the rigor of the feedback 
to the evaluator’s high standards and belief in the stu-
dent’s potential (Cohen and Steele, 2002). When the 
identity threat was alleviated, the learning resources 
could assert their full impact.

look Before you intervene and above all Do  
not oversimplify

The fact that key outcomes in tension systems can 
rarely, if ever, be attributed to a single factor carries 
with it still another implication, that is, to question 
explanations and initiatives that seek to oversimplify 
the processes underlying intervention effects. In a 
classic article concerning this issue, Woodhead (1988) 
observed, “One of the problems in communicating 
the messages of [intervention research] is that the ex-
perimental design itself encourages disproportionate 
attention to be directed toward the critical manipu-
lated variable as the cause of observed differences be-
tween experiment and control groups, no matter how 
remote in time or nature the outcome measures are 
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from the intervention” (p. 452). Focusing on a single 
cause can be an impediment to reaching the desired 
outcome because it can obscure our understanding 
of a social environment and keep us from addressing 
other critical factors in it.

Woodhead (1988) provided a concrete example 
of the potential dangers of ignoring this caution in 
his discussion of the effects of preschool interventions 
on long- term high school retention rates. He showed 
how their effects were mediated by other factors in the 
social environment. Early preschool interventions did 
produce a small gain in intellectual performance and 
student engagement in school when students began 
first grade. However, it was the positive impact that 
these gains had on the impressions of children held by 
teachers and by the school staff that made it less likely 
that the children would later be retained in a grade 
or be assigned to special education classes. Obviating 
these outcomes, in turn, made it more likely that the 
students would continue their education. The long- 
term impacts of the preschool interventions on later 
high school graduation rates, and even on postgradu-
ation employment, were a result of how their effects 
interacted with other factors in the environment. In 
this case, the other factors were the perceptions of 
the students held by key “gatekeeper” individuals in 
the environment and the practices of holding low- 
achieving students back in a grade or assigning them 
to special education classes. Social context is key to 
understanding children’s performance over time and 
the processes likely to impede or amplify the effective-
ness of interventions (Bronfenbrenner, 1979).

Given the role that unobserved or underappreci-
ated aspects of tension systems can have in producing 
critical outcomes, identifying the factors at work in an 
environment and examining how these interact with 
one another is essential to the creation of successful 
interventions. These activities increase the likelihood 
of developing strategies that can systematically alter 
the nature of the interactions taking place in a ten-
sion system so as to produce desired outcomes. For 
example, strategies could alter these interactions by 
introducing some new element into the environment 
or by changing the intensity of an existing factor in it. 
Clearly, a total or even comprehensive inventory of 
the factors making up a particular social environment 
is rarely, if ever, possible. Fortunately, based on our 
research findings, such an inventory is not necessary 
in order to effect significant and long- lasting change 
(Cohen et al., 2006). Although there are a multitude 
of factors at work in the majority of social environ-
ments, often only a few of them exercise a major role 
in producing critical outcomes, and still fewer are sub-
ject to manipulation.

For instance, during a careful observation of 
classrooms, researchers discovered a factor that ex-
acerbated interracial antagonism in the classroom— 
competition over scarce resources, in particular the 
students’ struggle for their teacher’s attention and 
praise (Aronson and Patnoe, 1997). Given that com-
petition can increase intergroup conflict and preju-
dice, the researchers reasoned that restructuring the 
classroom to facilitate more cooperative relationships 
between students could provide the basis for an effec-
tive intervention. The resulting jigsaw classroom, as 
their intervention was termed, accomplished exactly 
this. The children in a classroom were first separated 
into groups. Each child was then given a piece of the 
lesson plan to learn and to convey to others in his or 
her group. In order to learn the whole lesson plan, 
children were obliged to acknowledge and depend 
on others in their group regardless of their race or 
ethnicity. In other words, the intervention made it 
in the students’ self- interest to cooperate with one 
another irrespective of each other’s race or ethnic-
ity. The jigsaw classroom creates a structure in which 
the processes leading to desired outcomes are more 
collective than individualistic, and as a consequence,  
intergroup antagonism is lessened. Although seem-
ingly small, this intervention promoted positive inter-
group relations by triggering processes that reduced 
what was often thought to be intractable long- term 
intergroup antagonisms.

Sometimes it is Psychological

The observable level of student performance or other 
school- related behavior could be an inaccurate display 
of students’ actual abilities. Indeed, Vygotsky (1978), 
the renowned education psychologist, introduced the 
construct “the zone of proximal development” to in-
dicate the difference between a child’s current level 
of performance and the level that he or she would be 
capable of attaining under optimal situational condi-
tions. The restraining forces in an environment may 
depress students’ willingness or ability to demonstrate 
their true ability. Underperformance can thus be 
characterized as an “ecological problem” (Cole and 
Bruner, 1971). Obviously, restraining forces can in-
clude objective impediments. An overcrowded class-
room could lessen the likelihood that any individual 
student could be called upon to demonstrate what 
they know. However, there are also psychological fac-
tors that can act as restraining forces in such environ-
ments. A classic study showed that while young street 
vendors in Brazil were able to solve complex arith-
metic problems in out- of- school settings, for instance 
rapidly adding up the price of several coconuts, they 
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failed to solve the same basic problem when it was 
presented on a written test in school (Carraher and 
Schliemann, 2002).

The label of “underachiever” captures the essence 
of such situations, because it implies that an indi-
vidual has a level of skill that he or she is unwilling 
or unable to demonstrate. Work on test- anxiety has 
shown that the stress related to taking tests can im-
pede performance, so much so that simply reducing 
their stress by removing testing time limits improves 
their performance to equal that of nonanxious stu-
dents (Sarason, Mandler, and Craighill, 1952; see also 
Morris and Liebert, 1969). Paradoxically, it is some-
times those individuals who care most about perform-
ing well who are most unable to display their actual 
skill level when needed. This outcome is often charac-
terized as choking under pressure in the “big game” 
or on a high- stakes standardized test. A similar phe-
nomenon was found in seminal research that showed 
that the performance of low- income minority chil-
dren on IQ tests and evaluative interviews was inhib-
ited by psychological threat and “wariness” (Labov, 
1970; Zigler, Abelson, and Seitz, 1973; Zigler and 
Butterfield, 1968; see also Cole and Bruner, 1971). 
Fortunately, there are other psychological factors that 
can mitigate such forces. In fact, this pivotal research 
also revealed that small procedural interventions that 
raise students’ comfort in the test- taking situation, 
such as a friendly test proctor, can significantly in-
crease these children’s IQ scores and verbal fluency, 
sometimes dramatically.

As we stated earlier, it is critical to keep in mind 
that although a classroom or testing situation may ap-
pear to be the same for all those in it, this may not be 
the case. Due to differences in students’ social iden-
tity and personal background it may have a radically 
different meaning, evoking different psychological 
reactions and apparently “objective” outcomes. As a 
consequence, in the words of Cole and Bruner, “it is 
not sufficient to use a simple equivalence- of- test pro-
cedure to make inferences about the competence of 
the two groups being compared” (1971, p. 871).

one Size Does not Fit all

Our approach suggests the value of a targeted ap-
proach to psychological intervention. Like medical 
treatments, psychology- based interventions should 
ideally only be given to those needing them and who 
will benefit from them. This should be done not only 
to make the most effective use of time and material, 
but more important, to minimize the possibility of un-
foreseen adverse consequences. More generally, some 
interventions may prove less effective than others, and 

scaling them up before conducting a small- scale pilot 
study could not only waste resources and time, but 
also yield unforeseen negative consequences. For in-
stance, attributional retraining can be ineffective when 
at- risk students receive poor instruction or lack the re-
sources needed to improve (Menec et al., 2006). That 
situation may make it critical in disadvantaged areas to 
pair such interventions with skill- development work-
shops that provide students with the school resources 
they need (see Blackwell, Trzesniewski, and Dweck, 
2007). Furthermore, the message of optimism that 
often surrounds such interventions may contradict 
students’ actual experiences in the classroom, and lead 
to increasing frustration, disappointment, or mistrust 
(Wilson, Damiani, and Shelton, 2002). Interventions 
suggesting that the concerns of minority students are 
common and shared by majority- group members may 
be ineffective, and even counterproductive, when cues 
in institutional settings are continually reinstantiating 
identity threat in these students. For example, color- 
blind messages that downplay the importance of eth-
nicity can undermine minorities’ trust and belonging 
when such messages are provided in the absence of 
actual institutional diversity, or when they convey that 
the positive distinctive qualities of one’s culture will 
be ignored or should be suppressed (Purdie- Vaughns 
et al., 2008). In summary, psychological interventions 
will be more effective if the institutional setting pro-
vides adequate material and human resources. More 
generally, interventions need to be rigorously tested 
in any new context to monitor for unforeseen con-
sequences, and ideally they should be given only to 
those who would benefit from them.

Timing is almost always important

The most critical aspect of an intervention can often 
be when it is administered, that is, its timing. Research 
on leadership offers an example with findings that 
show that a leader in work or school can change an 
organization’s norms for the better, but only at cer-
tain junctures. Specifically, a leader’s greatest impact 
occurs early in a project, prior to norms having been 
set; in the middle of the project, when groups natu-
rally monitor their progress; and at the end, when 
group members take stock of the project (Hackman, 
1998). A similar example is provided by research in 
early child education showing that interventions that 
target early childhood experiences, through preschool 
enrichment programs for instance, can have particu-
larly high returns (Heckman, 2006).

The importance that timing can have in psycholog-
ical interventions cannot be overstated. Psychological 
interventions, for instance, may be most effective 



342   •   Behavior Change

when administered at times of high stress as a means 
of interrupting a downward slide in functioning. In 
the educational domain, it could prove worthwhile to 
administer interventions at times of academic transi-
tion, such as those into middle school, high school, 
or college. These are times when the performance 
standards students are expected to meet shift upward, 
when their sense of identity is in flux, and their exist-
ing social support circles are disrupted. Each of these 
factors, alone or in concert, can heighten stress and 
feelings of exclusion. Intervening early in these transi-
tions can have relatively larger benefits because they 
can interrupt recursive cycles triggered by such factors 
that would otherwise set students on a downward tra-
jectory (Cohen et al., 2009).

It is also important to time an intervention to 
occur during the period in which it will have the most 
impact on an individual’s psychological environment. 
If given too early, for instance, before students feel 
uneasy, the attributional retraining intervention could 
set off the very concerns it is intended to alleviate. It 
could, by suggesting to students that they should be 
wondering about their ability and belonging, make 
these thoughts salient when they otherwise would 
not have been (Wilson, Damiani, and Shelton, 2002; 
see also Pennebaker, 2001). Similarly, counting one’s 
blessings or engaging in altruistic acts, activities that 
are often part of strategies designed to increase peo-
ple’s happiness, can be rendered ineffective by subtle 
changes in their timing or frequency (Boehm and 
Lyubomirsky, 2009).

One implication issuing out of the importance 
that timing can have in the development of interven-
tions is the necessity of being able to identify not only 
who needs an intervention, but also when it is most 
needed. As in medical science, because the effects of 
psychological interventions can be harmful, unin-
tended, or simply ineffective for certain individuals, it 
is as a general rule inadvisable to administer interven-
tions indiscriminately. Likewise, for many of the same 
reasons, as well as others, it is inadvisable to admin-
ister an intervention too often, not often enough, or 
at times when it is inappropriate or irrelevant. Given 
this, in developing an intervention it is often critical 
to create methods for determining who needs it and 
when they need it. For instance, in our affirmation in-
tervention research we have used, in conjunction with 
the intervention itself, validated climate assessments 
designed to assess students’ perception of the school 
environment, as well as their psychological state, at 
more or less regular intervals to aid us in administer-
ing the intervention in a more targeted manner and 
at the most appropriate time. It is even possible to 
micro- time psychological interventions to occur at 
moments of maximal need for a given individual. For 

instance, through mobile technology it is possible to 
deliver interventions to people as they go about their 
normal lives and to tailor the timing and content of 
the intervention to each person’s distinctive experi-
ences and needs (see Heron and Smyth, 2010). We 
hope that ultimately practitioners and researchers 
will be able to apply psychology- based interventions 
in the way that physicians intervene medically. They 
will use a body of scientific research knowledge and 
its associated diagnostic technologies to help identify 
who should receive a treatment and when they should 
receive it.

Conclusion

The obvious but often overlooked notion that social 
environments such as schools and classrooms are com-
plex tension systems composed of interacting factors, 
including recursive psychological processes, deserves 
the attention of researchers, practitioners, and policy 
makers. So does the idea that timely interventions, 
of whatever duration and magnitude, that address 
people’s need for meaning, self- integrity, and belong-
ing can have large and long- lasting effects on behav-
ior and attitudes. Because of the interactive nature of 
social environments, an intervention’s duration and 
magnitude depend on how it interacts with impor-
tant processes existing in the environment. As a con-
sequence, although a particular structural factor or set 
of factors— such as small class size, qualified teachers, 
or adequate funding— may be necessary to produce 
optimal outcomes, they may not be sufficient. Other 
factors in the environment, such as psychological pro-
cesses, may suppress or obscure their impact.

In our view, unappreciated psychological fac-
tors have led to the questioning of the role of struc-
tural factors in schools, such as small class size and 
the degree of funding, in student achievement (see 
Heckman, Layne- Farrar, and Todd, 1996; for a re-
view, see Burtless, 1996). However, as the research 
highlighted in this chapter shows, the introduction of 
new factors into a social environment, or the chang-
ing of preexisting ones, can make it more likely that 
such structural factors will exert their full impact 
(Lewin, 1951; Ross and Nisbett, 1991). For instance, 
the systematic introduction into the classroom of a 
psychological factor that was new, or if present already 
of relatively low intensity, increased students’ ability 
or desire to avail themselves of the learning resources 
in the environment and their willingness or ability to 
demonstrate the skills and knowledge they had ac-
quired (Blackwell, Trzesniewski, and Dweck, 2007; 
Cohen et al., 2006, 2009; see also Cohen and Steele, 
2002; Cohen, Steele, and Ross, 1999; Menec et al., 
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2006). The psychological factor introduced by the in-
tervention catalyzed the impact of existing structural 
and material resources in a way that was subsequently 
expressed by students’ improved motivation and 
performance.

The experiences, insights, and wisdom of the in-
dividuals intimately involved with a particular social 
environment must play a critical part in the scien-
tific endeavor of determining if, when, and how in-
terventions, including psychological interventions, 
can be made systematically effective. Already many 
educators, as well as others in the educational com-
munity, regularly use psychological strategies in their 
daily practice, often intuitively. For instance, among 
the many examples that exist (see Cose, 1997), some 
teachers have found that expressive writing, in which 
at- risk children associate their troubles with impor-
tant values and literary stories, can have dramatic 
positive effects on students’ engagement with school 
(Freedom Writers and Gruwell, 1999). The teacher 
portrayed in the movie Stand and Deliver and in the 
book by Mathews (1988), Jaime Escalante, found 
that challenging urban minority students with high 
academic standards and providing them with inten-
sive support to reach those standards led them to earn 
achievement test scores as high as their more privi-
leged White peers. Such examples convince us that 
partnerships of equals between practitioners and sci-
entists hold the greatest promise for the development 
and implementation of psychological interventions of 
long- lasting and widespread impact.
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Chapter 20

Beyond Comprehension
Figuring Out Whether Decision Aids Improve 
People’s Decisions

Peter Ubel

A married couple in their mid- 40s with two young 
children ask their financial advisor whether they 
should increase the percentage of their assets placed 
into high- yield stocks. A seventeen- year- old high 
school student meets with her guidance counselor for 
advice on where to apply to college. A sixty- five- year- 
old man with a nonmetastatic prostate cancer asks his 
physician whether he should have his prostate surgi-
cally removed.

Each of these people is facing what is known as 
a preference sensitive decision, where the right choice 
depends in part on that person’s specific preferences 
(O’Connor et al., 1999). The best investment choice, 
for instance, depends on a given person’s risk toler-
ance; the best college choice depends on a person’s 
preferences for big cities versus small towns, liberal 
arts versus engineering classes; and the best approach 
to prostate cancer will depend on how concerned a 
man is about the risk of impotence or incontinence 
from treatment.

In each of these cases, the person making the 
decision is looking for help from a neutral party— 
someone who can help them make a decision that 
is consistent with their underlying goals and prefer-
ences. Which raises an important question, How do 
decision counselors know when they have improved 
people’s decisions?

This question is important because, when left to 
their own devices, people will not always make the 
right decision. That is one of the reasons why people 
seek advice from lawyers, counselors, physicians, and 
financial advisors— they recognize that they will have 
a hard time becoming adequately informed about the 
issues relevant to the decision at hand and therefore 
turn to experts who can help them. In the face of 
important, preference- sensitive decisions, the job of 
a decision counselor should be to help decision mak-
ers comprehend information about their alternatives 

and integrate their information with their individual 
preferences.

In this article, however, I will show why decision 
counselors need to go beyond helping people com-
prehend their decision alternatives. The field of judg-
ment and decision making is replete with examples 
of people who comprehend their decision alternatives 
and nevertheless make bad decisions.

I will discuss these important issues in the con-
text of medical decision making, a setting in which 
decisions often have unusually high stakes, involve 
complex choice sets, and typically do not provide 
the decision makers, the patients, with the ability to 
fully inform themselves about their alternatives. The 
decision makers, in other words, need help making 
the decisions. I will specifically focus on a growing 
movement within medicine to provide patients with 
decision aids (DAs)— structural educational materi-
als designed to inform people about their decision 
alternatives. While the context of this paper will focus 
on medical decision making, the lessons I draw from 
medical decision making, and the preliminary crite-
ria I develop for judging when a decision has been 
improved, are relevant in other domains where peo-
ple face high- stakes decisions and need help sorting 
through complex information.

My goal in this article is to explain why the crite-
ria that experts on shared decision making have been 
using to test DAs in health contexts— that is, whether 
DAs increase knowledge and reduce decisional 
conflict— are inadequate for determining whether a 
given DA actually improves people’s health- care deci-
sions. In critiquing these criteria, I will evaluate the 
strengths and weaknesses of seven additional criteria. 
I conclude that no single criterion is sufficient for 
evaluating a DA but, instead, that we need to utilize 
a broad array of testing standards in order to judge 
whether a specific DA improves people’s decisions.
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Healthcare Decision Aids: Structure  
and Evaluation

Recognizing that physicians are not always effec-
tive decision coaches, a movement has grown within 
health care to supplement physician communication 
with DAs (Bekker et al., 1999; Molenaar et al., 2000; 
O’Connor et al., 2009). These DAs are patient- 
education materials that have been informed by deci-
sion analysis and that structure information in ways 
that make patients aware of the trade-offs inherent in 
their treatment choices— for instance, explaining the 
possible outcomes of treatment A versus treatment B 
and the likelihood of each outcome. These DAs also 
strive to activate patients, showing them the impor-
tant role that their own preferences should play in de-
termining their treatment choice.

Decision aids have been rigorously tested in ran-
domized trials and have been shown to increase pa-
tient knowledge and satisfaction with their decision 
while reducing decisional conflict (O’Conner et al., 
1999). Indeed, DAs are typically judged as effective or 
ineffective in large part based on these criteria. These 
criteria, then, are a good starting point for any assess-
ment of how to help people make good decisions.

Knowledge and Comprehension

Health- care DA developers have placed great empha-
sis on testing whether DAs adequately inform patients 
about their health- care alternatives. Indeed, DAs are 
evaluated during their development for balance, thor-
oughness, and comprehensibility. Constructing an 
informative and comprehensible DA is often challeng-
ing, forcing the DA developers to make difficult judg-
ments about how much information to include, how 
to help people understand probabilistic outcome data, 
and how to engage people in the information without 
overwhelming them or boring them. Often DA devel-
opers refine the materials through focus groups and 
cognitive interviews. The best DAs are even pretested 
by literacy experts to make sure they are not written 
above a seventh- grade reading level. The end result, 
typically, is a high- quality product that significantly 
increases patients’ knowledge of their health- care cir-
cumstances and their treatment alternatives.

Decisional conflict and Decision satisfaction

Health- care DA developers have also contended that 
DAs should increase decision satisfaction while reduc-
ing decisional conflict (O’Connor et al., 1999). They 
define decisional conflict as “the uncertainty about 
which course of action to take when choice among 

competing actions involves risk, loss, regret, or chal-
lenge to personal life values” (O’Conner, 1995). 
Signs of decisional conflict include “verbalized uncer-
tainty, expressing concern about undesired outcomes, 
wavering between choices, delaying decisions, ques-
tioning personal values, being preoccupied with the 
decisions, and feeling emotionally distressed by the 
decision” (O’Connor, Jacobsen, and Stacey, 2002, 
p. 571). And they have developed a measure of such 
conflict, which they contend that a good DA will 
reduce (O’Connor, 1995). Along similar lines, de-
velopers of health- care DAs have promoted the idea 
that good DAs will increase patient satisfaction with 
the decisions they make (O’Connor et al., 1999) and 
again have developed a scale to measure such satisfac-
tion (Holmes- Rovner et al., 1996).

Inadequacy of These Criteria

The shared- decision- making community in medicine 
has largely assumed that if you give decision makers 
freedom and information, they will experience high 
satisfaction with their decisions, will be unconflicted 
about their choices, and will make decisions that re-
flect stable underlying preferences, or values. A wealth 
of studies, however, have demonstrated that these as-
sumptions are often false and that free and informed 
decisions are not always good decisions.

Knowledge Does not protect people from Bias

The judgment and decision- making literature is re-
plete with evidence of biases that can unduly influ-
ence even the most informed decisions makers. I il-
lustrate this problem with a study my research team 
conducted on a DA we designed to help women con-
template whether to take tamoxifen to prevent breast 
cancer. Tamoxifen is a hormonelike medication that 
was initially used in breast cancer patients to reduce 
the chance that the breast cancer will return. Clinical 
trials have more recently demonstrated that tamoxi-
fen can be used in high- risk women, to prevent them 
from developing a first breast cancer (Day, 2001). For 
instance, a woman with a 6% chance of developing a 
first breast cancer in the next 5 years (based on things 
like family history and age) can cut that risk in half by 
taking tamoxifen. But this medication is not harmless. 
Women taking tamoxifen have a chance of develop-
ing blood clots, endometrial cancer, hot flashes, and 
cataracts. In short, the decision to take tamoxifen to 
prevent a first breast cancer is by everyone’s reckoning 
a preference- sensitive decision.

In developing our DA, we wanted to test how 
much women’s attitudes toward tamoxifen would 
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be influenced by subtle changes in how we presented 
them with information about its risks and benefits. 
For example, we varied the denominator we used to 
illustrate the frequency of tamoxifen’s side effects. We 
informed some women that 17 out of 100 women 
taking tamoxifen would experience cataracts, and 
others that 170 out of 1000 women would experi-
ence this side effect. We also varied whether women 
learned first about the least common side effects of 
tamoxifen or the most common side effects. We found 
that women’s attitudes toward tamoxifen significantly 
varied depending on these two subtle manipulations. 
Women were more concerned about tamoxifen’s 
side effects when they were told how many out of 
a thousand women would experience these side ef-
fects and also more worried when the last side effect 
they learned about occurred with a high probability. 
Nevertheless, women’s knowledge of tamoxifen’s side 
effects was not influenced by either the denominator 
we chose in describing the risks nor the order in which 
we presented the risks (Zikmund- Fisher et al., 2008).

In a famous study, McNeil and colleagues discov-
ered that people are more willing to undergo a surgi-
cal operation with a 90% survival rate than one with 
a 10% mortality rate (McNeil et al., 1982). Framing 
outcomes in terms of survival increased the desir-
ability of the intervention without altering people’s 
comprehension. Either way of framing the informa-
tion— 90% survival or 10% mortality— will lead to 
similar comprehension, while causing people to make 
different decisions, depending on whether the fram-
ing triggers people’s aversion to losses (Tversky and 
Kahneman, 1981).

These studies illustrate an important challenge fac-
ing DA makers: seemingly neutral manners of present-
ing information can bias people’s judgments and deci-
sions, even if at the same time they increase people’s 
knowledge of their decision alternatives. Knowledge, 
therefore, is a necessary part of any good decision, 
but it is not sufficient (Kennedy, 2003). A good DA 
should not only help people comprehend their choice 
alternatives but should also do so in a way that will 
minimize decisional biases.

Is conflict such a Bad Thing?

As mentioned above, health- care- decision experts 
also evaluate DAs according to whether they reduce 
decisional conflict. But their evaluation criterion rests 
on the assumption that reducing conflict ought to be 
a goal of DA. This assumption is questionable.

Consider two women deciding on early- stage can-
cer treatment. The first woman searches the Internet 
and finds a company website that explains why its pill 
is the best available treatment for this cancer. She asks 

her doctor to prescribe the pill. She feels comfort-
able about her decision and has no decisional con-
flict and high decision satisfaction. By contrast, the 
second woman receives access to a DA designed by 
a nonprofit foundation committed to helping people 
make informed choices. The DA provides informa-
tion on several treatment options. With the help of 
this DA she learns about the risks and benefits of the 
treatments and picks the choice that she thinks fits her 
preferences best. But even though she has dismissed 
alternatives that she realizes would not suit her pref-
erences well, she is still not sure she has made the 
right decision and feels conflicted about what the best  
one is.

This second woman has higher decisional conflict 
and lower satisfaction than the first and, therefore, 
by the standards that dominate the medical decision- 
making world, would be viewed as having used a 
worse DA. By contrast, the person who relied upon 
the industry information, which was quite persuasive, 
felt unconflicted about her decision. Thus, by this cri-
terion, the industry “DA” would be judged superior 
to the less biased one. In judging DAs, we need to be 
open to the idea that a good decision may still leave 
people with substantial decisional conflict (Nelson  
et al., 2007).

Additional Criteria for Judging  
“Good” Decisions

Decision- making experts in health care have ad-
opted criteria for judging DAs that follow closely 
upon models of rational choice. The shared- decision- 
making community in medicine has largely acted as if 
a free and informed decision is a good one, and there-
fore a DA that enables people to comprehend their 
health- care alternatives, and thereby reduce decisional 
conflict, is a good DA. But what other criteria might 
we consider for judging whether a DA has improved 
people’s decisions? Below I will discuss seven addi-
tional criteria (table 20.1) and their role in evaluat-
ing whether an intervention like a DA has improved 
people’s decisions.

The expected Utility criterion

If the goal of a DA is to help people make decisions 
consistent with their preferences, then a DA could 
theoretically accomplish this goal by quantifying peo-
ple’s preferences and calculating the expected utility 
of each decision alternative. If a decision analyst knew 
the utility that a prostate- cancer patient placed on 
impotence and incontinence, for instance, she could 
insert those utility values into a decision model and 
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tell that man which treatment maximizes his expected 
utility.

This approach has the advantage of “doing the 
math” for people when they are faced with decisions 
that are too complex to otherwise grasp. Indeed, 
decision analysis has been proposed as a method for 
determining whether a given decision is preference 
sensitive (Ubel and Loewenstein, 1997). If altering 
utilities across plausible ranges does not alter which 
alternative has the highest expected utility, then the 
decision is not preference sensitive.

However, in cases where the utility values do mat-
ter, I am concerned that our ability to quantify util-
ity values is often too imprecise to determine which 
alternative is best. For example, the most common 
method of measuring health- related utilities is the 
standard gamble method, which was derived from 
the axioms of von Neumann and Morgenstern (von 
Neumann and Morgenstern, 1947). In a standard 
gamble utility elicitation, a man might be asked what 
chance of death he would take to rid himself of im-
potence (Gold et al., 1996). A closely related alter-
native known as the time- tradeoff method would ask 
that man how many of his remaining years of life he 
would give up in order to avoid impotence (Torrance, 
1976; Torrance, Thomas, and Sackett, 1972). These 
preference measures are extremely difficult for many 
people to understand. For instance, people who 
have difficulty with probabilities and frequencies are 
often confused by the questions and give nonsensi-
cal answers (Woloshin et al., 2001). People often also 
raise moral objections to these questions (Baron and 
Spranca, 1997). In time trade- off elicitations, it is 
common for people to say they would not give up any 
time to improve their health, even when considering 

horrendous health- care problems. They respond this 
way because they feel it would be wrong to give up 
any amount of their lives, the moral equivalent of 
committing suicide.

Utility elicitation measures are also potentially 
flawed because they are influenced by affective fore-
casting errors. Most members of the general public, 
for example, assume that physical disabilities would 
have a much larger impact on their emotional well-
being than people with those disabilities report (Ubel 
et al., 2005). Therefore, even people who understand 
utility elicitations and who have no moral objections 
to the questions may nevertheless bring inaccurate be-
liefs about the health- state question to mind, thereby 
biasing their responses.

These affective forecasting errors would likely 
plague an alternative preference measurement 
method— conjoint analysis. In conjoint analysis, de-
cision makers are given a series of pair- wise choices, 
with random variation of specific attributes for each 
choice (Green and Srinivasan, 1978). Across conjoint 
choices, it is possible to analyze the weight that any 
given attribute contributes to a person’s decisions. 
These weights can then be plugged into a decision 
analysis as utility values. Conjoint analysis avoids some 
of the problems of standard gamble and time trade- off 
utility measures. The conjoint approach does not usu-
ally raise moral objections from participants and does 
not involve the use of difficult concepts like percent-
ages. But the conjoint approach still opens the door 
to affective forecasting errors. If a person incorrectly 
predicts that a colostomy would make him miserable, 
for example, then the presence of a colostomy in one 
of the choice pairs will dominate the person’s conjoint 
decisions. Conjoint analysis is also flawed because it 

Table 20.1 Criteria available for evaluating whether decision aid has improved decisions

standard criteria used in health care

1. Increase in knowledge

2. Satisfaction with decision

3. Reduction in decisional conflict

new criteria discussed in this chapter

1. Maximization of expected utility

2. Reduction of mispredictions: for example, accurate beliefs about consequences

3. Increased happiness: that is, moment to moment moods

4. Invariance: decision less susceptible to nonnormative influences

5. Correlational validity: decision shifts appropriately with change in risks/benefits

6. Time: decision maker has adequate time to process alternatives

7. Adherence: decision maker follows through on decision
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still requires people to make complex decisions. A 
conjoint analysis might ask people to compare two 
choices over five attributes. This type of decision is 
susceptible to a range of well- known decisional biases.

Thus, decision analytic models can help determine 
whether a decision is preference sensitive and can even 
help reveal which preferences are most influential in 
determining the best choice. But the measurement 
of preferences— that is, of health- related utilities— is 
often too imprecise for this criterion to point toward 
the “correct” choice.

reduction of mispredictions

As the previous discussion illustrated, mispredictions 
stand as formidable barriers to optimal decision mak-
ing. People can mispredict how decision- relevant out-
comes will affect their emotional lives (Ubel, 2006). 
For instance, when making investment decisions, peo-
ple may seek out high risks in hopes of transforming 
their lives with a huge payout. Similarly, when decid-
ing how to treat their inflammatory bowel disease, pa-
tients may inappropriately eliminate surgical options 
out of a mistaken belief that a colostomy would make 
them miserable (Smith et al., 2006). People can also 
mispredict the nonemotional consequences of specific 
circumstances. For example, people with kidney fail-
ure overestimate how much a successful kidney trans-
plant will improve their job prospects (Smith et al., 
2008). A well- designed DA should reduce or elimi-
nate such forecasting errors. But what would it mean 
for a DA to do this?

At a minimum, a DA should provide people infor-
mation about the emotional and nonemotional con-
sequences of specific decision- related outcomes. This 
might sound trivial, but this approach has not his-
torically been the norm for DA developers. Financial 
advisors might advise people on the chance of losing 
half their savings versus the chance of quadrupling 
their investment. But I expect that few such advisors 
provide clients with information on how happy they 
are likely to be with each of these outcomes. I ex-
pect most financial advisers do not even recognize the 
true relationship between net worth and happiness 
(Diener and Seligman, 2004). Similarly, in health- care 
DAs, patients are presented with neutral language de-
scribing specific health- related outcomes. But they are 
not typically given complete information about the 
consequences of these outcomes.

DAs could reduce mispredictions by giving people 
“the answers”— telling them, for instance, how happy 
people are who have experienced the circumstance 
in question (Gilbert et al., 2009). A financial advisor 
could give a client information about the average hap-
piness of people with a net worth of $500,000 versus 

$2.5 million. A health- care DA could report on the 
average happiness level of people with and without 
kidney failure.

Rather than give people the answers, DAs could 
reduce mispredictions by using debiasing techniques 
that help people correct affective forecasting errors 
themselves. For example, Wilson and Gilbert asked 
people to write out a diary of what their days would 
be like following a college football loss, and in doing 
so discovered that people became more accurate at es-
timating their moods on those days (Wilson, Meyers, 
and Gilbert, 2003). Similarly, my colleagues and I 
asked people to think about how they have responded 
in the past to emotionally salient circumstances, and 
doing so reduced affective forecasting errors for expe-
riencing a severe disability (Ubel, Loewenstein, and 
Jepson, 2005).

Thus, there are two ways to use DAs to reduce 
mispredictions. The challenge will be to determine 
whether either of these techniques works, a challenge 
that will not easily be met. Suppose, for instance, we 
tell decision makers that people with kidney failure 
are, on average, almost as happy as people with nor-
mal kidneys (Riis et al., 2005). They could respond to 
this information in one of several ways:

1. Complete disbelief: They might deny that people 
are really that happy, perhaps questioning whether 
people with kidney failure are giving honest 
answers when asked how happy they are or believ-
ing that the DA developers have an agenda to 
promote.

2. Believe others but not self: They might accept that 
most people with kidney failure are happy but not 
believe that they would be so happy.

3. Total acceptance: They might believe that they, 
like the average person, would largely adapt to 
having kidney failure.

If they respond in the first manner, with complete 
disbelief, then we can confidently conclude that we 
have not adequately debiased them from affective fore-
casting errors. In this case, we ought to do more to 
convince them or find yet other ways to debias them.

But what about the second type of response above, 
where a decision maker holds an accurate belief about 
how an average person responds to a given circum-
stance, but is convinced that he will respond differ-
ently? For any given individual, it is impossible to 
know whether the decision maker is right or wrong. 
Some people really are made miserable by circum-
stances to which the average person can adapt. The 
same goes for the third response above. A person who 
believes that they will adapt to a given circumstance 
because most people adapt to the circumstance may 
still be making an affective forecasting error. For all 
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we know, they won’t adapt as much as the average 
person. In either of these cases, it is impossible to tell 
whether a specific individual has correctly predicted 
their response to a given circumstance.

Therefore, to judge debiasing efforts, DA develop-
ers need to assess aggregate responses. If most deci-
sion makers believe they will be the exception to the 
rule, then the DA developer has not debiased them. 
Ideally, the forecasts of decision makers will map, as a 
group, onto the actual reports of people experiencing 
the circumstances in question. Better yet, longitudinal 
studies could verify which ways of informing people 
about circumstances are best at mapping onto how 
they will actually respond.

In short, the evaluation of DAs should expand to 
test, in longitudinal studies, whether people who re-
ceive the DA are able to predict the emotional and 
nonemotional consequences of decision- relevant out-
comes.

The happiness criterion

The flaws identified with these first two alternative cri-
teria raise the possibility that our problem— of iden-
tifying when a third party has improved someone’s 
decision— can be solved by resorting to a happiness 
criterion. Specifically, we could test whether people 
who receive a DA are happier than those who do not. 
This criterion is based on the grounds that people do 
not know what makes them happy or unhappy, so a 
third party should figure out what does make them 
happy and find a way to convince them to make de-
cisions that maximize their happiness (Ubel, 2009). 
This criterion differs from the second criterion, the 
forecasting criterion, by judging decisions after the 
fact, rather than before. We know that a decision is 
better when it is based on the consequences of the de-
cision rather than the process that led to the decision.

The happiness criterion has many important 
strengths. All else equal, people generally want to be 
happy rather than unhappy, preferring positive moods 
to negative ones. Yet people do not always manage, 
even when well informed and uncoerced, to make 
decisions that maximize these aspects of well- being 
(Ubel, 2006). Thus, it would seem to be a good thing 
for DAs to protect people from making decisions that 
reduce their happiness.

But the happiness criterion suffers from two major 
weaknesses. First, experts do not agree on how to 
define happiness. Some define happiness narrowly, as 
the balance of positive and negative affect (Bentham, 
1907; Kahneman, Wakker, and Sarin, 1997). By this 
definition, happiness is quantifiable and can be used 
to judge the impact of specific circumstances, or even 
decisions, on people’s emotional well- being.

But this hedonic view of happiness strikes many 
people as being too narrow (Griffin, 1989; Loe-
wenstein and Ubel, 2008). People care about many 
aspects of their lives beyond their moment- to- 
moment mood. For instance, they care about free-
dom for freedom’s sake, preferring to trade-off some 
amount of happiness to increase their freedom. In 
addition, people care about opportunities and capa-
bilities independent of how any limits on opportuni-
ties or capabilities influence their mood (Sen, 2004). 
Thus, for example, even when people recognize that 
their happiness will not be significantly reduced by a 
loss of income or by a new disability, most will none-
theless desire to maintain their income and their phys-
ical functioning (Damschroder, Zikmund- Fisher, and 
Ubel, 2005). Sen, in fact, contends that capabilities 
matter in large part because people are so good at 
adapting, emotionally, to unjust circumstances (Sen, 
2004). Slavery would not be tolerable even if slaves 
were happy. Kidney failure would not be inconse-
quential just because people with kidney failure man-
aged to adapt.

In short, DAs should be evaluated to see if they 
increase people’s overall sense of well- being, but we 
should also be aware of how DAs influence freedom 
and capabilities. We cannot assume that if a DA im-
proves people’s moods, it has therefore improved 
their decisions. Nor can we assume that if a DA re-
duces people’s happiness, it has therefore influenced 
them to make bad decisions. Sometimes decision 
makers make decisions solely to promote other peo
ple’s interests, occasionally sacrificing their happiness 
for the sake of others. We would not want to call these 
decisions misguided.

The Invariance criterion

DAs could also be evaluated by the standard of 
invariance— the idea that decisions should not change 
when the pros and cons of the decision alternatives 
remain the same. By this criterion, if I favor surgery A 
when I learn it has a 90% survival rate, then I should 
also favor it when I discover it has a 10% mortality 
rate— because a 90% survival rate is equivalent to a 
10% mortality rate. Similarly, if I decide to take a med-
ication with a 3- in- 100 chance of migraines, I should 
not change my mind when I discover that the risk is 
30 in 1000.

My colleagues and I have had success developing 
several methods for eliminating the influence of these 
decisional inconsistencies in health- care DAs. For ex-
ample, we discovered that graphical representations 
of probability information can reduce the inappro-
priate influence of anecdotes, what I refer to in my 
medical practice as “the Aunt Millie problem.” Like 
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most clinicians, I have encountered patients who re-
ject plausible treatment alternatives out of hand be-
cause of something they heard from a friend or rela-
tive. Such encounters suggest that the way people feel 
about risks and benefits can be influenced by anec-
dotal information.

We explored this phenomenon in a survey of pro-
spective jurors in Philadelphia (Ubel, Jepson, and 
Baron, 2001). We asked people to imagine that they 
had chest pains from coronary artery disease and 
that there were two treatment alternatives to choose 
from: bypass surgery, which had a 75% chance of cur-
ing their chest pains but which required open- heart 
surgery and a prolonged recovery period; or balloon 
angioplasty, which had only a 50% chance of curing 
their chest pains but was a much less arduous proce-
dure. We illustrated this choice with a series of unin-
formative anecdotes, relaying the stories of hypotheti-
cal people who had received each treatment and had 
either experienced a cure of their chest pain or had 
not experienced a cure.

Our study involved an experimental manipula-
tion of the number and balance of anecdotes for 
each treatment alternative. One group of participants 
received balanced anecdotes, with two testimonials 
about each treatment— one from a person who got 
better and one from someone who did not. Another 
group received statistically reinforcing anecdotes: four 
testimonials from bypass patients, three of whom had 
gotten better and one who had not (thus, mirroring 
the 75% success rate of the treatment).

It is important to keep in mind that the anecdotes 
were uninformative. They did not illustrate anything 
about the treatment alternatives that people had not 
already been told. They simply relayed stories of 
treatment success or failures, and we had already in-
formed them of the success rates of each treatment. 
Nevertheless, people’s hypothetical treatment choices 
were significantly influenced by the anecdotes they en-
countered, with 30% of people receiving balanced an-
ecdotes choosing bypass surgery versus 44% of those 
receiving statistically reinforcing anecdotes. Receiving 
a larger number of positive anecdotes about bypass 
surgery increased people’s willingness to choose this 
treatment, even though those anecdotes told people 
nothing about the treatments that they did not al-
ready know.

In a follow- up study, we discovered that we could 
reduce the influence of anecdotes by providing graph-
ical representations of the success rates of the two 
treatments (Fagerlin, Wang, and Ubel, 2005). We 
randomized participants so that half of them received 
a pictorial representation of the success rates along-
side the prose description. (The pictographs that we 
used are illustrated in figure 20.1.) We found that the 

influence of anecdotes was eliminated by this picto-
graph. Regardless of whether we included “balanced 
anecdotes” or “statistically reinforcing anecdotes,” 
approximately 40% of people chose bypass surgery. 
In other words, the influence of anecdotes was elimi-
nated when the statistical information was supported 
by pictographs.

DAs should be judged for invariance. Two DAs 
that lead to equal comprehension of a specific deci-
sion can also lead to different decisions if they intro-
duce any of a number of decisional biases. Therefore, 
in judging DAs, we should test for such biases, and 
when they are present we should develop ways to 
eliminate them.

correlational validity

All else equal, a woman with a high risk of breast can-
cer should be more interested in taking tamoxifen 
than a woman with a moderate risk, who, on average, 
should be more interested than someone with a low 
risk. This is a standard for judging DAs that I refer 
to as correlational validity. If varying the risk- benefit 
ratio of a choice has no influence on people’s deci-
sions to choose that alternative, then DA developers 
have to worry that their DA is failing to make the 
trade- offs clear or is biasing people’s choices.

Success Rate of Balloon Angioplasty 

Success Rate of Bypass Surgery

Successfully cured
of angina  

Not successfully cured
of angina  

Successfully cured
of angina  

Not successfully cured
of angina  

20.1. Pictographs used to communicate cure rate of 
bypass surgery and balloon angioplasty.



358   •   ImprovIng DecIsIons

Surprisingly, this standard is not generally used 
to evaluate health- care DAs. In part, I expect this 
oversight has occurred because the medical decision- 
making community has been so firmly wedded to the 
knowledge model of decision making that they have 
not felt much need to test whether people are apply-
ing their knowledge rationally. In addition, I expect 
this criterion has been ignored because it does not 
provide clear guidance about what constitutes a good 
or bad decision, since there is no way to judge what 
the appropriate correlation should be between the 
risk- benefit ratio of an alternative and people’s de-
cisions. For example, suppose there is a correlation 
of 0.1 in breast cancer risk and interest in tamoxifen 
among women exposed to a given DA. Suppose there 
is a 0.3 correlation among women exposed to an al-
ternative DA. Is either of these the correct correla-
tion? We might feel confident that a DA that leads to 
no correlation is flawed, but can we be convinced that 
one of these DAs is better than the other?

In summary, DAs should be tested for correla-
tional validity, and if the correlation is unacceptably 
low (which is a judgment call), then the DA should be 
revised to better highlight the risk- benefit trade- offs.

Time to process the Decision

In medical practice, it is relatively common for men to 
receive diagnoses of prostate cancer at the same clinic 
visit in which a urologist helps them decide how to 
treat their prostate cancer. More often than not, men 
leave such visits deciding for or against surgical inter-
vention. Sometimes they choose radiation treatment, 
but often they have not even had the chance to meet 
with a radiation oncologist.

There is increasing evidence in the decision- science 
literature that time is a crucial element of optimal de-
cision making. Although controversial, some studies 
suggest that unconscious deliberation can improve 
people’s decision making (Dijksterhuis et al., 2006). 
Such deliberation takes time. There’s also ample evi-
dence that people make different decisions when in  
hot emotional states versus cold (Loewenstein, 1999). 
With so much information to process and so many 
options to consider, it hardly seems plausible that a 
person who has just found out he has cancer would 
be able to make a good decision quickly.

Thus, DA evaluation should be broadened to in-
clude an assessment of whether people had enough 
time to process the decision.

Adherence

Some decisions are “one and done” affairs— choose 
surgery over, say, chemotherapy and you will receive 
the surgery and your decision will be irreversible. But 

many decisions are not so final. A patient who decides 
to take a cholesterol pill, for example, faces that deci-
sion every day. A person who decides to save more 
money and reduce entertainment expenditures still 
faces the temptation to splurge on a nice vacation.

A good DA, then, will not only help people make a 
decision— about whether to take a pill or a vacation— 
but will also help them stick with the decision. Such 
DAs should therefore be evaluated for how frequently 
people adhere to the decisions they make.

Conclusion

I have laid out a few criteria by which to determine 
whether a structured DA has helped people make 
decisions that reflect any underlying preferences they 
have. None of the criteria are on their own sufficient 
to prove that a DA has led to unbiased decisions. 
Thus, DA developers need to use careful judgment 
in applying these criteria to any existing DA, recog-
nizing trade- offs between the potential attributes of 
a DA and the various outcomes that decision mak-
ers care about. When viewed as a whole, these criteria 
should give decision counselors a much better idea 
of when they are helping decision makers. These ex-
panded criteria certainly provide a better idea of the 
strengths and weaknesses of DAs than do the knowl-
edge and satisfaction- based criteria that have domi-
nated the field to date.
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Chapter 21

Using Decision Errors to Help 
People Help Themselves
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Many of the most important problems currently 
facing the United States as well as other developed 
nations stem from arguably irrational behaviors on 
the part of individuals. For example, many of the 
health problems plaguing the United States, such as 
lung cancer, high blood pressure, and diabetes, are 
so- called lifestyle diseases that are exacerbated by 
unhealthy behaviors (Schroeder, 2007). Modifiable  
behaviors such as tobacco use, obesity-related behav-
iors, and alcohol abuse account for nearly one- third 
of all deaths in the United States, which only spends 
2%– 3% of the $2.1 trillion spent on health each year 
on prevention (Flegal et al., 2005; Mokdad et al., 
2000; Satcher, 2006; Woolf, 2007). Moreover, al-
though there is an expanding array of beneficial medi-
cations available to deal with these and other health 
conditions— for example, to control blood pressure and 
cholesterol and to avoid strokes— the benefits of these 
medications are far from fully realized, in large part 
due to poor adherence rates among patients. Thus, for 
example, about half of patients who have a heart attack 
had stopped taking their cholesterol medication within 
a year of their heart attack (Jackevicius, Mamdani, and 
Tu, 2002). Likewise, as we discuss below, adherence 
to medication that prevents strokes, which is extremely 
inexpensive and effective, is remarkably low even in the 
best circumstances— a clinic devoted to administering 
it (Chiquette, Amato, and Bussey, 1998).

Other problems show similar patterns. For exam-
ple, prior to the economic downturn, the savings rate 
in the United States was −1%, that is, individuals, on 
average, spent more than they earned. In 2000, the 
median net worth of American households, exclud-
ing home equity was $13,473, and for households of 
age 65 and older, not much more— $23,369 (U.S. 
Census Bureau, 2003, table A). Currently, only 40% 

of Americans put money aside in company- sponsored 
401(k) plans, and the median American family owns 
no stocks, even in retirement accounts (Bucks, Ken-
nickell, and Moore, 2006). Yet, the average Ameri-
can family spends a staggering $4,000 per year on 
gambling (ignoring the amount they receive back in 
the form of winnings). In a survey commissioned by 
the consumer federation of America in 2003, 86% of 
people said that financial planning was important to 
them, but only 46% indicated that they had developed 
such a plan (Consumer Federation of America, 2003). 
Americans want to save money, but many are failing 
to do so.

Standard Economics and  
Behavioral Economics

Economics is the discipline that is most closely associ-
ated with public policy. However, traditional econom-
ics is ill- equipped to deal with problems arising from 
suboptimal individual behavior because it is built on a 
rational- choice paradigm that effectively assumes that 
such problems do not exist. Thus, prominent econo-
mists have argued that addiction is the outcome of a 
rational choice (Becker and Murphy, 1988), that peo-
ple are obese because they have judged that the plea-
sure of eating is worth the discounted costs (Murphy, 
2006), and that suicide is a rational choice for those 
who judge that “the total discounted lifetime util-
ity . . . reaches zero” (Hamermesh and Soss, 1974). 
The implication of analyses such as these is that in-
terventions to reduce addiction, obesity, or suicide 
are likely to be counterproductive, since those who 
choose these behaviors are making an optimal deci-
sion to do so.
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Behavioral economics is in a better position to pro-
vide policy solutions to problems that arise from indi-
vidual behavior because it not only acknowledges that 
behavior is often far from optimal, but also identifies 
a variety of decision errors and judgmental biases that 
contribute to such departures from optimality. The 
central point of this paper is to argue that many of 
the same decision errors that produce self- destructive 
behavior can be used to people’s benefit.

Behavioral economics and asymmetric paternalism

By recognizing that even mature adults are subject to 
systematic decision errors, behavioral economics pro-
vides a potential rationale for paternalistic policies— 
policies intended to help individuals by improving the 
choices they make. Much like parents who intervene 
in the diets of their children, based on the assump-
tion that children often do not know what is best for 
themselves and, even when they do, often do not act 
on that knowledge, behavioral economics opens the 
door to analogous policies applied to adults.

However, paternalism in its traditional, “heavy- 
handed,” form elicits widespread discomfort, and 
for good reason. One concern is that policy makers 
may not know what is best for individuals (see, e.g., 
Glaeser, 2006); a related argument is that people may 
have good reasons (that policy makers do not recog-
nize) for behaving as they do. There is also a fear of 
regulatory capture, whereby paternalistic interven-
tions ostensibly intended to protect individuals are 
in fact designed to help those being regulated. For 
example, it has been argued that cigarette companies 
knew that warning labels on cigarette packages would 
not deter smoking (the apparent intention of labels) 
but hoped that such labels would help to shield them 
from liability for health damages. Finally, by reduc-
ing, or even removing, individuals’ freedom of choice, 
heavy- handed paternalism is unappealing to the many 
people, including many behavioral economists, who 
believe that autonomy of choice has inherent value.

Asymmetric paternalism (Camerer et al., 2003) 
seeks to obtain some of the benefits of paternalism 
while skirting the pitfalls of heavy- handed paternal-
ism. It is based on two central tenets. First, paternal-
ism is unavoidable: behavior is shaped by people’s en-
vironments, and environments have to be structured 
in some way; there is no neutral way to structure an 
environment. Thaler and Sunstein (2003) illustrated 
this point with the example of a manager at a com-
pany cafeteria who is concerned about the well- being 
of employees and recognizes that they tend to load 
up on the first food they encounter in the food line. 
Deciding how to order an assortment of food in a caf-
eteria is unavoidable; food must be ordered somehow. 

Given that inevitability, Thaler and Sunstein ask, why 
should the cafeteria manager not arrange the healthy 
food first in line so as to promote employee health?

The second tenet of asymmetric paternalism, which 
is also nicely illustrated by the cafeteria line, is that it is 
often possible to design interventions that help those 
who are behaving suboptimally without restricting the 
choices of those behaving optimally. In the case of the 
food line, people who mindlessly load up on the first 
food they encounter will eat more healthily, but some-
one who knowingly craves the double- cheese lasagna 
is at complete liberty to indulge that preference (For 
more on how people can be “nudged” to make better 
choices, see Thaler, Sunstein, and Balz, this volume).

There is, of course, some risk that overly zealous 
paternalists will go crazy engineering environments 
that direct people to conform to their own idiosyn-
cratic views of what is best. However, we suspect that 
most asymmetric paternalistic interventions will be 
aimed at more prosaic goals that most people would 
embrace: quitting smoking, losing weight, saving for 
retirement, etc. In this chapter, we will skirt the meta- 
question of what it means for a person’s behavior to 
be in their “best interest.” We simply assume that if 
an individual expresses a consistent desire to achieve 
a certain goal, such as losing weight, taking medica-
tions or saving money, it is relatively unobjectionable 
to help them achieve that goal in a fashion that does 
not restrict their ultimate freedom of choice.

Using Decision errors to Help people: The Theory of the 
second Best

The “theory of the second best” (Lipsey and Lan-
caster, 1956) refers to the situation that arises when 
one or more of the conditions for economic optimal-
ity are not satisfied. If one of the conditions for eco-
nomic optimality is not satisfied, the theorem states, 
it is possible that economic efficiency will be best 
served by deviating from other conditions for opti-
mality. That is, the second- best solution in a situation 
in which the first- best solution is not possible may in-
volve other deviations from the conditions that are 
usually assumed to be optimal.

Although the theory of the second best was origi-
nally applied to market- level phenomena— to devia-
tions from the characteristics of a “perfect market”— 
the same logic applies at the individual level. If an 
individual’s behavior deviates from optimality in one 
way— for example, as a result of being excessively averse 
to taking risks, of overweighting immediate gratifica-
tions, or of being overconfident— the individual’s best 
interests may not be served by behaving optimally in 
every other respect. Expressed more intuitively, deci-
sion errors can cancel one another out. Individuals will 
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not do as well making two errors as they would if they 
made no errors, but if those errors counteract one an-
other sufficiently, people may do better making two 
errors than they would if they made only one error.

An example of such an error- canceling situation 
(although not cast by the authors in terms of the the-
ory of the second best) was discussed by Kahneman 
and Lovallo (1993) in the context of entrepreneur-
ship. They point out that if potential entrepreneurs 
are excessively averse to taking risks due to a distaste 
for experiencing losses (a phenomenon known as 
“loss aversion”), then it may actually be beneficial for 
them to also be overoptimistic about their chances of 
success. Entrepreneurs would do best to not be loss 
averse or overoptimistic, but if these errors balance 
one another out to some extent, they might do bet-
ter on average if they exhibit both errors than if they 
exhibit only one.1

Specific Decision Errors and How They Can Be 
Used to Improve Behaviors

Most, although not all, decision errors can be inter-
preted as instances of misweighting— of putting ei-
ther too much weight or too little weight on specific 
types of costs and benefits. Although such misweight-
ing generally degrades the quality of decision mak-
ing when it occurs and is unavoidable, as suggested 
in the last section of the paper, it is sometimes pos-
sible to use other decision errors to produce a kind 
of compensatory reweighting that offsets the initial 
misweighting.

The status- Quo, or “Default,” Bias

The status- quo, or default, bias (e.g. Johnson and Gold-
stein, 2003; Kahneman, Knetsch, and Thaler, 1991;  
Samuelson and Zeckhauser, 1988) refers to people’s 
tendency to take the “path of least resistance”— to 
keep doing what they have been doing, or to do what 
comes automatically, even when superior alternatives 
exist. Defaults have been blamed for a wide range of 
suboptimal outcomes, from the failure of employees 
to put aside retirement funds in companies with a 
default contribution rate of zero (Gneezy and Pot-
ters, 1997; Madrian and Shea, 2000; Thaler and 
Benartzi, 2004), to suboptimal allocations between 
investment alternatives (Thaler et al., 1997), to exces-
sive ingestion of fries and large sodas as part of “su-
persized” meals at McDonald’s (Halpern, Ubel, and 
Asch, 2007; Loewenstein, Brennan, and Volpp, 2007; 
Thaler and Sunstein, 2003). However, as many be-
havioral economists have pointed out, defaults (see, 
e.g., Johnson and Goldstein, this volume), if chosen 

judiciously, can also be used to propel people toward 
self- beneficial behaviors. Thus, if individuals tended 
to be pathologically risk averse, by making the default 
investment portfolio riskier than people would natu-
rally choose, people could be steered in the direction 
of incurring a more optimal level of risk.

loss Aversion

Loss aversion is the tendency for people to put sub-
stantially greater weight on losses than gains (e.g. 
Kahneman, Knetsch, and Thaler, 1991; Tversky and 
Kahneman, 1991). It can produce a variety of sub-
optimal patterns of behavior, from pathological risk- 
aversion (as already discussed) to the tendency for 
people to hold on too long to houses (Genosove and 
Mayer, 2001) or stocks (e.g., Odean, 1998; Shefrin 
and Statman, 1985; Weber and Camerer, 1998). 
However, the same property that makes loss aver-
sion destructive in some situations— its tendency to 
amplify the weight put on specific outcomes if they 
are framed as losses— can be used to advantage when 
people’s natural tendency is to underweight out-
comes. Thus, for example, if people are putting too 
little weight on delayed outcomes because they dis-
count the future excessively, framing those delayed 
outcomes as losses can potentially increase the weight 
put on them— correcting one error with another.

present- Biased preferences

Present- biased preferences (e.g. Ainslie, 1975; Fred-
erick, Loewenstein, and O’Donoghue, 2002; Loew-
enstein, 1992; Loewenstein and Angner, 2003; 
O’Donoghue, and Rabin, 1999, 2000), which are also 
referred to as hyperbolic time discounting, encom-
pass two important behavioral propensities: (1) the  
tendency to overweight immediate costs and bene-
fits relative to those occurring at any point in the 
future, and (2) the tendency to take a much more 
evenhanded approach to delayed costs and benefits 
occurring at different points in time. The notorious 
resolutions that one will begin to diet or save money 
tomorrow encompass both propensities: the over-
weighting of immediate costs deters one from the 
immediate misery of dieting or saving, but the more 
evenhanded perspective on future time makes one 
willing to impose these costs on oneself in the future. 
These two properties, in turn, suggest two ways that 
present- biased preferences can be used to advantage. 
First, the tendency to overweight immediate costs 
and benefits suggests that the motivational impact 
of costs and benefits— for example, rewards for good 
behavior or punishments for bad behavior— can be 
greatly increased by making them immediate, ideally 
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coinciding as closely as possible with the timing of 
behaviors they are attempting to encourage or deter. 
Second, the more even- handed attitude toward dif-
ferent times in the future suggests that people will be 
willing to commit to self- control devices that will be 
activated in the future that they would not be willing 
to commit to if they were to be activated immediately.

The self- serving Fairness Bias

The self- serving bias (e.g. Babcock et al., 1995) is the 
tendency for people to confuse what is in their own 
interest with what is fair. One of the hallmarks of the 
self- serving bias is the belief that one’s biased view is 
in fact not biased but rather an impartial representa-
tion of reality— a phenomenon that Ross and Ward 
(1996) label naive realism. The upshot is that to the 
extent that parties believe that their own perspective 
reflects reality, they are also likely to think that their 
perspective will be shared by a neutral third party.

For example, the self- serving bias has been shown 
to play a critical role in negotiation impasse— in the 
failure to achieve settlement of a dispute even if it is in 
all parties’ interests to do so. If people’s perceptions 
of fairness are biased in a self- serving fashion, there 
may be no possible negotiated solution that all par-
ties would perceive as fair. Again, however, this bias 
can be used to advantage in some situations by ex-
ploiting the fact that people tend to believe that their 
own biased perspective is neutral and objective and, 
hence, that it will be shared by a neutral third party. 
If people are convinced that a neutral third party will 
share their perspective, they may be willing to settle 
a dispute via arbitration, assuming an arbitrator can 
be located who, prior to rendering a decision, is per-
ceived by all sides to be unbiased. Therefore, this bias, 
and in particular, people’s ignorance that they are 
subject to it, can be used advantageously. Other chap-
ters suggest ways in which this bias may potentially be 
overcome (Pronin and Schmidt, this volume; Ross, 
this volume).

nonlinear probability Weighting

Nonlinear probability weighting is another two- part 
effect (like present- biased preferences) that can be 
exploited to advantage. As encompassed in prospect 
theory (Kahneman and Tversky, 1979), (1) people 
tend to put disproportionate weight on outcomes 
that have a small probability of occurring but (2) also 
tend to be insensitive to variations in probability at 
the low end of the probability scale, a pattern Sun-
stein (this volume) refers to as probability neglect. 
Because people draw little distinction between, for 
example, a .00001 versus .0000001 chance of win-

ning a prize, even though the probabilities differ by 
several orders of magnitude, such overweighting is 
especially extreme for very small probabilities. The 
overweighting of small probabilities has various nega-
tive effects on decision making, such as, undoubtedly, 
contributing to the popularity of lotteries. However, 
the overweighting of small probabilities can be ex-
ploited by giving people lottery prizes rather than 
fixed amounts of money for good behavior, providing 
more “bang for the buck” from economic incentives 
that are designed to help people to engage in benefi-
cial behaviors.

peanuts effects

The peanuts effect (Markowitz, 1952; Prelec and 
Loewenstein, 1991; Weber and Chapman 2005) is the  
common tendency to put little weight on very small 
outcomes— both gains and losses.2 Like the over-
weighting of small probabilities, the peanuts effect 
encourages lottery play because the $1 cost of a lot-
tery ticket is viewed as peanuts –  as “chump change” 
(Haisley, Mostafa, and Loewenstein, 2008). Gener-
alized somewhat, the same term can encompass the 
underweighting of nebulous or amorphous, often de-
layed, consequences, which can help to explain such 
diverse self- destructive patterns of behavior as snack-
ing, cigarette smoking, and talking on the cell phone 
while driving. In each of these cases, the benefits of 
the activity— for example, the pleasure of eating or 
smoking a cigarette— are immediate and tangible, 
but the costs— an infinitesimally small increase in the 
chance of lung cancer and other diseases, an imper-
ceptible increase in weight, or a tiny increase in risk of 
injury or death— are amorphous. The peanuts effect 
can be viewed as a form of underweighting; however, 
again, this decision error can in some situations be 
channeled to help people rather than to hurt them. 
For example, the same tendency to underweight 
small outcomes that leads one to eat “one more chip” 
over and over can also make it relatively painless for 
people who might have trouble saving a large chunk 
of money in one fell swoop to instead make a large 
number of much smaller deposits, each one of which 
feels relatively painless.

narrow Bracketing

Choice bracketing (e.g. Read, Loewenstein, and Rabin,  
1999) is the process of grouping individual choices 
together into sets. When making choices, people can 
either group them broadly, by considering all of the 
consequences taken together (as standard economic 
theory assumes) or narrowly, by making each decision 
in isolation. A bracketing effect occurs when choice 
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outcomes under narrow bracketing differ from those 
under broad bracketing, and a general finding is that 
people tend to bracket narrowly: they myopically 
focus on the local consequence of the most immedi-
ately available choices and ignore the aggregated costs 
and benefits over a long time horizon (e.g., Herrn-
stein and Prelec, 1992; Sabini and Silver, 1982). This 
tendency becomes especially pronounced in tempo-
ral bracketing contexts where choices are made se-
quentially, the classic example being a phenomenon 
known as myopic loss aversion, in which risk aversion 
is heightened to the extent that investment decisions 
are made one decision at a time, neglecting the con-
sequences of aggregation (Benartzi and Thaler, 1995; 
Gneezy and Potters, 1997). Bracketing effects inter-
act with many other biases and can be used as a tool 
to induce these other biases. For example, the peanuts 
effect is more likely to occur when costs or benefits 
are framed narrowly, so, to the extent that the peanuts 
effect can be used to help people help themselves, 
narrow bracketing can in turn be used to increase the 
likelihood that people frame outcomes as “peanuts.”

projection Bias and Hot- cold empathy gaps

Projection bias (Loewenstein, O’Donoghue, and 
Rabin, 2003) is the tendency for people to project 
their current preferences onto the future. Hot- cold 
empathy gaps, which often underlie projection bias, 
are the tendency for people to underestimate the im-
pact of current emotions and drives and to fail to pre-
dict the impact of such emotions and drives on their 
own future behavior. People who are not hungry, for 
example, mispredict their own future food choices, 
overestimating the likelihood that they will choose 
healthy options (Read and van Leeuwen, 1998) and 
judge other people who fail to show dietary modera-
tion more harshly than they do when they themselves 
are hungry (Nordgren, van der Pligt, and van Har-
revald, 2008).

Projection bias leads to diverse suboptimal patterns 
of behavior— from over- shopping on an empty stom-
ach to excessive seeking of wealth and status (because 
one fails to anticipate the extent to which one will 
adapt to either). However, as we show below, because 
projection bias can cause people to underappreciate 
the misery of future self- denial, it can be used to en-
courage people to precommit to self- binding measures 
that help them to accomplish their long- term goals.

overoptimism

Self- predictions of future behavior are systematically 
biased toward being overly optimistic. For example,  
research on the planning fallacy has shown that indi-

viduals tend to underestimate their task completion 
times (Buehler, Griffin, and Ross 1994, 2002). In the 
moral sphere, people have been found to overestimate 
the likelihood that they will engage in prosocial be-
havior, such as donating to charity (Epley and Dun-
ning, 2000). In the health domain, people overesti-
mate their future gym usage, and as a result opt for 
paying a flat rate for gym memberships, even though 
most would spend less if they were to pay on a per- visit 
basis (Della Vigna and Malmendier, 2006). Mail- in 
product rebates are a frequently cited example within 
the marketplace. Although such rebates have been 
shown to promote sales, only a small number of rebate 
coupons (5%– 20%) are typically redeemed (Bulkeley, 
1998). The optimistic bias apparent in people’s self- 
predictions of their future behavior is especially strik-
ing given that in each of these examples the target be-
havior is largely under the individual’s control. Later, 
we show how, when combined with projection bias, 
overoptimism can be used to facilitate weight loss.

In conclusion, as summarized in table 21.1, a wide 
range of biases that normally detract from the qual-
ity of decision making can be exploited in policies 
designed to enhance beneficial behaviors. The next 
section reviews a variety of such initiatives, including 
some that have been already tested and others that are 
still in the design phase.

Applications at the Individual Level

saving

Perhaps the single most significant application of be-
havioral economics to public policy, so far, has been 
saving behavior. The problem of undersaving in the 
United States is particularly concerning because, far 
from implementing the types of policies that would 
be suggested by behavioral economics, the United 
States has been moving in the opposite direction. The 
easiest way for people to save is to have it done auto-
matically, without the need for decision making or the 
imposition of self- control. The defined benefit pen-
sion plans that used to be the norm for moderate-  and 
large- scale employers did just that; they required little 
if any decision making or deliberate deferral of grati-
fication on the part of employees. The pervasive shift 
from defined benefit to defined contribution savings 
plans, however, shifted the burden of decision making 
and of deferral of gratification to the employee. In 
defined benefit savings plans, individuals have to save 
for their own retirement but get a tax break from the 
government as well, often as help from their employer 
in the form of a match on savings. Hence, the theory 
of the second best comes into play again, although in 
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a somewhat different way from that described earlier. 
The ideal— the first best— would have been to con-
tinue with defined benefit plans, albeit perhaps with 
modifications to enhance portability and to ensure 
the solvency of the underlying funds. However, given 
that we are not in this first- best situation, the fallback 
is to use ideas from psychology, specifically to exploit 
decision errors, to help ensure that people save for 
their retirement.

The main policy response to concerns about 
shortfalls in saving has been the usual economic 
remedy— to increase the effective return on saving 
by offering various tax breaks on defined contribu-
tion plans. There are, however, several problems with 
such an approach. First, it assumes that people are 
making a rational, deliberate trade- off between cur-
rent and future consumption, but judging from the 
weak relationship between natural variations in inter-
est rates and savings rates, the problem of undersaving 
is not mainly due to the perception that returns on 
saving are too low. In fact, standard economic theory 
is largely silent about the impact of an increase in the 
rate of return on saving on savings rates, given that a 
change in returns produces both a substitution effect 
(which makes future consumption more attractive) 
and an income effect (which renders saving for the 
future less necessary). Second, an increase in effective 
returns induced by tax exemptions is extremely ineq-
uitable, because the benefits accrue disproportionately 

to those in the highest tax brackets, and inefficient, 
because those in the highest tax brackets who get the 
biggest tax discounts are already those who are most 
likely to save adequately; the problem of undersaving 
is a much bigger problem for low-  and lower- middle- 
income families.3

Unlike approaches based on conventional eco-
nomics, the essence of all interventions proposed and 
tested by behavioral economists has been to make 
increased saving the path of least resistance. Unlike 
attempts to increase saving through tax breaks, which 
result in a loss of tax revenue and yield no benefit 
to the extent that the money would have been saved 
even if the tax breaks were not offered, the behavioral 
remedies do not require additional government out-
lays or reductions in tax collections.

DeFAUlTs

The best- known interventions to increase savings 
have involved changing default contribution levels to 
401(k) plans (see discussion of the default bias above). 
For example, Madrian and Shea (2000) studied a com-
pany that changed from a default employee contribu-
tion rate of 0% to 3% and observed a steep increase 
in the fraction of employees saving through the plan, 
as well as an increase in average contribution rates. 
However, the change was not without problems. The 
company offered a 6% match; employee contributions 

Table 21.1 Biases that can be exploited in policies designed to enhance beneficial behaviors

Bias How it can be used to a person's advantage

Status- quo/default bias Make options that reflect a "correct" weighting of costs and benefit the 
default.

Loss aversion Frame underweighted outcomes as losses; overweighted outcomes as  
(forgone) gains.

Present- biased preferences Make rewards for beneficial behavior frequent and immediate. More 
evenhanded approach to delayed costs and benefits. Get people to 
commit to self- interested behavior ahead of time.

Self- serving fairness bias Can be used to promote dispute- resolution (because negotiators  
underestimate the likelihood of judgments they view as unfair).

Nonlinear probability weighting Provide probabilistic rewards for self- interested behavior.

Peanuts effect Focus on small but frequent behaviors to increase the tangibility of  
underweighted costs and benefits, and decrease the tangibility of  
overweighted costs and benefits.

Bracketing Bracket behavior narrowly. For added potency, combine with other  
decision errors (e.g. loss aversion; peanuts effect).

Projection bias and hot- cold  
empathy gaps

Set up mechanisms through which binding self- commitments are made 
in "cold" states.

Overoptimism Use overoptimism to encourage precommitment.
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were matched one- to- one by the employer up to 6%, 
so the optimal level of contribution from the perspec-
tive of the employee was 6% (see Choi, Laibson, and 
Madrian, 2005). However, the percent of employees 
contributing 6% actually dropped after the plan was 
implemented, and some employees who would have 
saved at 6% instead saved at 3%, reflecting the power, 
but also the potential pitfalls of defaults. Moreover, 
the default investment allocation was to 100% money 
market, and, again reflecting the power of defaults, 
most employees left this allocation unchanged, 
whereas a much higher percentage had invested in 
stock before they got defaulted into the money mar-
ket. This intervention and others like it are discussed 
in detail in other chapters of this volume (Benartzi, 
Peleg, and Thaler; Thaler, Sunstein, and Balz).

sAve more TomorroW

A very clever and highly successful program to in-
crease savings devised by Thaler and Benartzi (2004) 
provides perhaps the single best example of using 
errors to help people. In their program, employees 
precommit to diverting some fraction of future wage 
increases into a retirement account. For example, an 
employee who could anticipate at least a 4% yearly in-
crease in salary over upcoming years could elect to 
have half of that increase put into a retirement ac-
count over the next several years. Save More Tomor-
row (SMarT) plays on three different biases. First, 
the save more tomorrow feature plays on the struc-
ture of present- biased preferences, and specifically on 
people’s willingness to make far- sighted decisions for 
the future as long as they do not entail immediate 
sacrifice. Second, the fact that increments in saving 
come out of future wage increases plays on the idea 
that forgone gains are far less painful than out- of- 
pocket losses (Thaler 1980, 1985). Finally, the SMarT 
plan takes advantage of the status quo/default biases: 
without the human tendency to inertia, it is likely that 
people would change their mind about saving the 
money once tomorrow became today.

oTHer possIBle ApproAcHes

Currently, Emily Haisley and George Loewenstein are 
working on two programs to promote savings using 
lottery inducements. One program involves the de-
sign of a completely new type of state lottery ticket 
that allows customers to simultaneously play the lot-
tery and save money. The proposed program draws 
on the same biases that make playing the lottery so 
attractive to people. A portion of the ticket’s price is 
wagered in a typical lottery game and the remainder is 
deposited into a savings account. These tickets would 

be sold through automatic ticket vending machines 
that also track account balances. An important feature 
of the program is an added incentive to continue to 
save and to keep account balances high. Each month, 
savers automatically get one bonus ticket for every 
$100 they have on deposit in their account, which 
gives them the chance to win additional cash prizes. 
In addition, they receive a communication every time 
they add another $100 to their account.

This program is designed to help low- income in-
dividuals overcome procrastination to save. Saving is 
challenging in part due to time discounting: the costs 
are immediate but the rewards are delayed far into 
the future. The peanuts effect also contributes to 
difficulty saving because any act of abstention from 
spending is likely to have a minimal impact on savings. 
This program plays on present- biased preferences and 
the overweighting of small probabilities by providing 
an immediate probabilistic reward for saving. Beside 
providing a motivation for saving, the pleasure and 
entertainment value of playing the lottery helps to ne-
gate the pain of self- denial.

The program also plays on the peanuts effect. Peo-
ple may dislike the pain of setting aside large sums of 
money all at once, but this program enables individu-
als to make small, frequent deposits. The program is 
likely to be particularly effective for low- income indi-
viduals, who, in addition to feeling this pain of saving, 
may have so little economic slack (as Mullainathan 
and Shafir call it in this volume) that they are unable 
to make large deposits. In addition, the ubiquity of 
lottery sales kiosks provides frequent reminders to 
purchase tickets.

A final feature of the program plays on the differ-
ential weighting of opportunity costs (foregone gains) 
and out- of- pocket costs (as discussed above in con-
nection with the SMarT plan). The lottery is set up to 
give a high probability of a relatively small prize (e.g., 
$30) and a very small probability of a very large jack-
pot. Although savers are informed of their winnings 
so they can fully enjoy their good fortune, the smaller 
winning amounts are, in fact, automatically deposited 
into the individual’s savings account, reducing the 
temptation to spend.

Whether such a program would be beneficial de-
pends on who, if anyone, would end up purchasing 
the new type of lottery ticket and where the money 
to make the purchases would come from. Ideally, 
purchases would be concentrated among people who 
are already playing the lottery and who would switch 
from purchasing conventional lottery tickets to pur-
chasing the savings tickets. Much less ideal would be 
if the new lottery tickets brought people in to play-
ing the lottery who were not playing before, and 
worse, if it led them to play the lottery with money 
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they otherwise would have put into saving. Clearly, a 
small- scale market test of such tickets would be desir-
able before they were introduced on a grand scale.

The second program involves an innovative de-
sign for individual development accounts (IDAs). 
IDAs are matched savings accounts for low- income 
individuals that are typically geared toward purchas-
ing a home, paying for education, or starting a small 
business. IDAs usually employ a 2:1 match rate that 
allows the account holder to withdraw $2 for every 
$1 deposited, but only after reaching the savings 
goal. The same goal of encouraging saving can po-
tentially be achieved at a much lower cost by replac-
ing the guaranteed match with a lottery incentive. In 
the specific program being tested (Loibl, Haisley, and 
Loewenstein, in preparation), savers are guaranteed a 
fixed match of 1:1 on any money they put aside, and, 
in addition, are offered a lottery match. Specifically, 
there is a 1 in 10 chance that any amount they put 
aside will be matched 5- fold, and a 1 in 50 chance that 
any amount they put aside will be matched 25- fold.

Although tests of this idea are ongoing, there is a 
wealth of evidence that lottery- linked savings accounts 
can be applied successfully in low- income popula-
tions. In contrast to the IDA program just outlined, 
which offers a probabilistic match on deposits, most 
lottery- linked accounts offer prizes that are connected 
to balances rather than deposits. For example, many 
commercial banks outside of the United States offer 
lottery- linked savings accounts in which monthly 
drawings are held for cash and prizes, and custom-
ers get one lottery ticket for every $X they have on 
deposit for the duration of the month (Guillen and 
Tschoegl, 2002). Similarly, many governments issue 
“prize” bonds, which periodically distribute the in-
terest to just a few bond holders, and microfinance 
institutions give depositors “saving cards” that offer 
the chance to win prizes if a lottery drawing matches 
a portion of the serial number on the card. All of these 
lottery- linked accounts have been shown to draw cus-
tomers from the lower end of the income distribu-
tions (see, e.g., Tufano, 2008). They benefit such cus-
tomers by increasing their financial security, although 
invariably they offer reduced (and often zero) interest 
rates, with the difference used to cover the costs of 
the prizes.

Improving Health Behaviors

Schroeder (2007) highlighted the poor state of health 
outcomes in the United States relative to those in 
other developed countries and pointed out that the 
greatest opportunities for improvement in health do 
not involve further improvements in health- care deliv-
ery but, rather, changes in individual health behaviors. 

Schroeder also notes that obesity and smoking, de-
spite the reductions in prevalence of smoking over the 
past several decades, are the two most significant con-
tributors, with smoking contributing to more than 
400,000 deaths per year in the United States.

Whether these potential improvements in health 
can be achieved, however, depends on whether it 
is possible to change health behaviors. Clearly, the  
answer does not lie in the standard economic pre-
scription— that is, providing more information. People  
are acutely aware of the health hazards of smoking. 
Indeed it has been argued that smokers tend to over-
estimate these hazards (Viscusi, 1992; although there 
is controversy on the issue; see Slovic, 2001), in which 
case giving people better information might only 
cause them to smoke more. Furthermore, about 70% 
of smokers say they want to quit smoking although 
only about 2%– 3% per year succeed (Bartlett et al., 
1994; Hughes, 2003). The problem is probably not 
the result of poorly informed decision making but 
rather of being unable to implement good intentions.

WeIgHT loss

Losing weight seems to be one of the most difficult 
goals to accomplish. In our hyper- weight- conscious 
society, people are powerfully motivated to lose 
weight yet are mostly unable to do so. The problem 
is so seemingly intractable that one prominent diet 
researcher, Janet Polivy, has coined the term false 
hope syndrome to describe the unfounded optimism 
of those who attempt different weight- loss strategies. 
The same researcher has conducted clinical tests of 
what she labels the “undiet,” which simply involves 
giving up on the false hope of dieting. In one study 
comparing the undiet to various more optimistic diet-
ing strategies, Polivy found that dieters and undieters 
gained about the same amount of weight, but those 
on the undiet reported fewer neurotic patterns of be-
havior and lower levels of depression (Polivy and Her-
man, 1992). If conventional diets do not work, does 
behavioral economics have any insights to offer about 
what might?

Results of a three- arm randomized controlled 
weight- loss trial (Volpp et al., 2008) provide hope 
that ideas from behavioral economics can be produc-
tively applied to weight loss. The study used finan-
cial incentives to motivate weight loss— loss aversion, 
overoptimism, and regret aversion— to help over-
weight people lose weight. Study participants (vet-
erans in Philadelphia) were enrolled in a weight- loss 
program the goal of which was to lose 16 pounds in  
16 weeks.

Two different types of incentive conditions were 
used and compared to a no- incentive control: a 
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lottery- based incentive and a deposit contract incen-
tive. Study participants in the incentive conditions 
were required to call in their weight to the study 
nurse each day and were given daily feedback via text 
pagers. Accumulated incentives were paid out on a 
monthly basis once phoned- in weights were con-
firmed by a monthly weigh- in that took place at the 
clinic. This strategy played on loss aversion, because 
winnings during the month were received only if the 
participants continued to lose weight throughout the 
month and were below the monthly goal at the end- 
of- the- month in- person weighing. The combination 
of daily feedback but monthly payments has several 
advantages: (1) playing on present- biased preferences, 
and specifically the overweighting of immediate ben-
efits, it gives people who attain their goals frequent 
positive feedback in the form of messages that they 
have been paid; (2) however, by paying people only 
monthly, it increases the likelihood that a significant 
amount of money will have been accumulated, thus 
avoiding potential peanuts effects; (3) finally, by giv-
ing both symbolic rewards delivered by message and 
real rewards delivered in the form of an immediately 
cashable check, it leverages the payments maximally; 
it is almost as if each payment is made twice.

The lottery incentive condition consisted of a daily 
lottery with an expected value of $3 per day (1 in 
5 chance of winning $10, 1 in 100 chance of win-
ning $100), with subjects eligible for payment each 
day if they were on track to achieve their monthly 
weight- loss target. The design was motivated by the 
idea that lotteries tend to have greater incentive value 
than certain payments of the same expected value 
(see overweighting of small probabilities, discussed 
in “Nonlinear Probability Weighting,” above), and 
that lottery players are motivated by both a forward- 
looking element (deriving from anticipation of the 
large payoff) and a backward- looking element based 
on the frequency of wins in the recent past (Camerer 
and Ho, 1999). Subjects were informed daily of the 
lottery outcome via their text pagers.

The lottery incentive condition also capitalizes on 
regret aversion by informing subjects who failed to 
attain their daily goal of whether they would have won 
had they met their target weight that day. Like the 
IDA savings program already discussed, the lottery in-
tervention also plays on present- biased preferences by 
giving subjects rapid positive feedback for beneficial 
behaviors.

In the second incentive condition, deposit con-
tract, subjects could deposit $.01– $3.00 per day of 
their own money, which was matched 1:1. Subjects 
reported their weight daily and received the sum of 
both amounts each day that they were on track to 
meeting their monthly weight- loss targets, but they 

forfeited their deposit and match if they were not. 
They also received a fixed payment of $3.00 each day 
they were under their targets.

The deposit contract condition plays on subjects’ 
overoptimistic self- predictions (see the discussion in 
“Overoptimism,” above). People tend to be overly 
optimistic in predicting how much weight they will 
lose (or similarly, fail to appreciate how difficult it is 
to lose weight); therefore, when asked to put money 
down at the beginning of the month toward attaining 
their weight- loss goals, about 91% of subjects were 
willing to do so, and of these participants, the average 
deposit contract increased during each month of par-
ticipation, from $1.35 in month 1 to $1.59 in month 2  
to $1.83 in month 3, leveling off to $1.85 in month 4.  
As the subjects struggled with losing weight, their 
desire to avoid losing the deposit provided added 
motivation to attain the weight- loss goal. Bound by 
their optimistic predictions and averse to losing their  
deposits, these participants ideally had their biases turn  
into a self- fulfilling prophecy.

The results of both interventions were dramatic: 
incentive participants lost over three times more 
weight than the controls. Whereas lottery and de-
posit contract participants lost an average of 13.1 and 
14.0 pounds, respectively, the mean weight loss was 
significantly lower in the control condition (M = 4.0 
pounds; Volpp et al., 2008a).

The appeal of this approach was also supported by 
the extremely low drop- out rate in the study. Only 
9% of subjects dropped out of the study, a lost- to- 
follow- up rate that was much lower than is typical 
in weight- loss intervention studies, where rates are 
often as high as 40%– 50%. Among subjects not lost 
to follow- up across both incentive arms, participants 
called in daily weights more than 90% of the time, 
indicating the feasibility of an approach that prob-
ably keeps weight loss salient among participants. The 
study’s impressive results attest to the power of apply-
ing principles from behavioral economics to promote 
health behavior.

In a related vein, Wansink (this volume) discusses 
policies that could lead people to make healthier 
choices effortlessly. As in this chapter, where we argue 
that decision errors can be used to offset one another, 
the central premise of Wansink’s discussion is that eat-
ing cues, such as packaging size, can be reversed to 
help people eat less food rather than more.

Despite the success of our weight- loss study, there 
are several caveats that must be acknowledged. First, 
once the incentives were removed at the end of the 
four- month study period, the participants in the two 
treatment groups gained back a significant fraction 
of the weight they had lost. Currently, we are testing 
whether this outcome could be avoided by running 
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a study in which incentives are offered for a longer 
period of time. Second, the program was relatively 
expensive and complicated to administer. Although 
we are currently testing the cost- effectiveness of re-
moving the $3 fixed payment from the deposit con-
tract incentive, beyond this fixed payment, there are 
still significant costs, such as staffing the clinic for the 
monthly weigh- ins, processing phoned- in weights, 
and sending out text messages. If these functions 
could be automated (which now seems possible using 
available technology), the costs of running a program 
using deposit contracts would be substantially lower.

FUrTHer (UnTesTeD) WeIgHT- loss ApplIcATIons

Framing and Bracketing in  
Weight- Loss Programs

As outlined in the section on specific decision er-
rors, people tend to bracket decisions narrowly and to 
be susceptible to framing effects, yet these phenom-
ena could be combined to people’s advantage to fa-
cilitate weight loss. It is conceivable that the benefit 
of framing a diet broadly or narrowly might depend 
on a person’s stage of dieting. Framing a weight- loss 
program broadly may make people particularly likely 
to sign up for one; indeed, the advertisements for 
many weightloss programs aggregate the amount of 
weight to be lost over the course of several months 
(e.g., “lose 10 pounds in 2 months” as opposed to 
“lose 0.16 pounds a day for 2 months”). Such a frame 
emphasizes the total weight loss while simultaneously 
downplaying the daily “grunt work” necessary to lose 
the weight. In other words, the broad frame may give 
an illusion of losing weight with minimal effort, thus 
helping to motivate people to initiate such a diet.

During intermediate stages of a diet, however, 
switching to narrow framing may make weight loss 
more manageable by breaking down the overall goal 
into subgoals that are easier to attain and monitor. 
This line of thinking is consistent with Gollwitzer’s 
(1999) notion of implementation intentions. Applied 
to our weight- loss study, which we described earlier, 
the benefits of narrow framing could help to account 
for the success of our intervention. Participants in our 
program were required to monitor their weight on a 
daily basis (whereas controls were not). Further re-
search will hopefully disentangle the effects of incen-
tives and feedback on weight loss.

Finally, it may be helpful to switch back to broad 
framing toward the end stages of a diet, as a person 
approaches his goal, because doing so highlights the 
impressiveness of the overall weight loss. Because of 
goal gradients (Kivetz, Urminsky, and Zheng, 2006), 
such an emphasis is likely to be particularly motivating 
at the end stages of the diet.

stimuLating PeoPLe to exercise

Beside dieting, of course, the other route to 
weight loss is exercise. Beyond weight loss, exercise 
has myriad benefits for physical and mental health, 
and even for cognitive functioning (e.g., Colcombe 
and Kramer, 2003; Folkins and Sime, 1981). Is it pos-
sible to use decision errors to encourage people to 
exercise more?

To some degree, decision errors already work to 
prompt people to exercise. People find flat- rate gym 
payment plans more palatable than per- visit ones, de-
spite the fact that based on their usage (or rather, lack 
thereof), they would spend less if they were to pay on 
a per- visit basis (Della Vigna and Malmendier, 2006). 
This is sometimes referred to as the flat- rate bias (see, 
e.g., Lambrecht and Skiera, 2006). The flat- rate bias 
favors exercising because, after having joined an ex-
ercise club based on attraction to the flat rate, people 
are then often motivated to get their money’s worth. 
Thus, the attempts by one author’s mother to “get the 
price of a run down to $2” on family ski trips. Such 
a tendency could be further amplified by giving peo-
ple each time they visit the gym their “new per- visit 
price,” which would decline the more they visited.

One can imagine, however, schemes that would 
go even further toward encouraging gym usage. For 
example, customers could be offered discounted flat- 
rate memberships if they pledge to visit the gym a cer-
tain number of times per month and agree to pay a 
fine if they do not attain this quota. Requiring fines to 
be paid in cash would make them particularly “pain-
ful” (Prelec and Loewenstein, 1998), thus making 
them an even more powerful detractor of underus-
age. Similar to the weight- loss deposit contract plan 
already discussed, such a scheme could make over-
optimism self- fulfilling. Similar to people’s overopti-
mism about adhering to a diet, people are likely to 
be overly optimistic about their propensity to exer-
cise, leading them to be willing to accept fines if they 
do not exercise at a fairly high rate. Once they have 
implemented the fine scheme, however, people will 
be motivated by loss aversion to avoid being fined. 
This scheme is designed to stimulate exercise with-
out limiting freedom of choice: customers are free to 
choose the higher- priced plan that does not require 
minimum monthly usage. Moreover, although we 
suspect this plan would generally increase the amount 
of exercise done, inevitably participants will occasion-
ally come shy of their monthly quota. The gym club 
could use these funds to offset the cost of offering the 
discounted plan and of any upkeep costs associated 
with increased use of the gym.

This approach assumes that people who visit the 
gym actually exercise. Although we think this is 
plausible— indeed, often the hardest part of exercis-
ing is overcoming inertia to get to the gym in the first 



UsIng DecIsIon errors To Help people Help THemselves   •   371

place— the scheme could be combined with a lottery 
incentive to assure increased exercise. Work- out ma-
chines such as treadmills and ellipticals could provide 
payouts after a certain number of paces. The user ex-
ercising at the time the machine “hits the jackpot” 
would earn a prize. To make this lotterylike incentive 
more enticing, rewards deemed particularly attractive 
to the exerciser, such as massages and other spa treat-
ments, could be used instead of monetary payments. 
It is conceivable that such a program would increase 
patronage of a particular facility, in turn boosting 
revenue that would more than offset the cost of its 
implementation.

meDIcATIon ADHerence

Poor adherence to certain prescription medications is 
common despite their manifest benefits. When taken 
properly, the drug warfarin, for example, reduces the 
risk of strokes by 68% overall and by 85% in patients 
older than 75 who have at least one other risk factor 
(Fuster et al., 1981; Laupacis et al., 1998; Petersen  
et al., 1989). Warfarin has been shown to be supe-
rior to aspirin. Because of poor compliance, however, 
these benefits are often not realized (Ansell et al., 
1997; Cheng, 1997; Go et al., 1999; Kutner, Nixon, 
and Silverstone, 1991). One recent cohort study 
found that 40% of subjects missed 20% or more of 
their warfarin doses (Kimmel et al., 2007). Moreover, 
because warfarin taken incorrectly can be either inef-
fective or lead to a higher risk of bleeding and death, it 
has been estimated that between 45%– 84% of patients 
with atrial fibrillation (an irregular heart beat that is 
a common indication for warfarin) and no contrain-
dications for warfarin use did not receive the drug, 
placing them at a stroke risk several times greater 
than if properly anticoagulated with warfarin. This, 
indeed, may be the greatest negative consequence of 
poor adherence. The combination of proven benefits 
with low compliance rates in existing programs and 
low prescribing rates by physicians points to the need 
for new approaches for improving adherence. Enter 
behavioral economics.

In an attempt to improve adherence to warfarin 
regimens, Volpp and coauthors (Volpp et al., 2008) 
conducted pilot studies that tested the feasibility and 
potential effectiveness of a novel approach involving 
daily lottery incentives. In addition to drawing on be-
havioral economics, the intervention also makes use 
of a new technology— a computerized pillbox— that 
enhances the scalability of the approach.

In each of two pilots, ten patients on warfarin were 
provided with an Informedix Med- eMonitor System, 
which has a display screen and separate pill compart-
ments that are labeled for each dose of the medica-
tion. Each device was programmed to communicate 

by telephone with the study’s administrator. Partici-
pants were enrolled in a daily lottery; the expected 
value was $5 per day for the first pilot study,4 and $3 
per day for the second. Although patients were en-
rolled in the lottery each day that they were instructed 
to take a pill, they were eligible to receive any earnings 
only if the Med- eMonitor had conveyed that they 
opened the appropriate pill compartment. The Med- 
eMonitor also was programmed to provide a daily re-
minder chime as well as a message that asked whether 
they had taken their medication.

The primary outcome was patient adherence and 
was calculated as “mean correct patient pill taking” 
based on the percentage of days in which each pa-
tient opened the correct compartment. In the first 
pilot study ($5 per day expected value of lottery), 
979 patient- days of warfarin use were recorded. Over 
this period, the mean correct pill taking was 97.7%, 
or only 2.3% incorrect pills, compared with a historic 
mean of 22% incorrect pill taking in this clinic popula-
tion (fig. 21.1). Mean adherence ranged from 92% 
to 100% per patient. In the second pilot study ($3 
per day expected value of lottery), an additional 10 
patients contributed a total of 813 days of warfarin 
use. Mean adherence was 98.4% (only 1.6% incorrect 
pills taken) and ranged from 92.1% to 100%, similar 
to the $5- per- day pilot (fig. 21.1). Although open-
ing pill compartments is an imperfect measure of pill 
taking (since patients could open the compartment 
but not take the pill), measurements of patients’ 
blood coagulation rates supported the conclusion 
that the lottery intervention helped. In the first pilot 
study, the proportion of out- of- range blood coagu-
lation rates decreased from 35.0% prepilot to 12.2% 
postpilot, a 65.2% improvement, and in the second 
pilot study, the blood coagulation rates that were out 
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of range decreased from 65.0% to 40.4%, a 37.9% 
improvement.

Similar to the incentive conditions of the weight- 
loss study, this study illustrates how a number of in-
sights from behavioral economics— the importance of 
frequent feedback and incentives, the greater moti-
vational power of lotteries of similarly valued certain 
payments, and the motivating force of anticipated 
regret— can be used to help people adhere to their 
medication regimens. These approaches have great 
potential to improve health behaviors but need to be 
systematically tested in a variety of clinical contexts 
and health delivery settings (Volpp et al., 2009).

Moving beyond the Individual: Applications at 
the Societal Level

While all of the applications discussed above have fo-
cused on helping individuals to help themselves, we 
will now explore how decision errors can be chan-
neled instead to promote the public good. We will 
use the problems of global warming, charitable giv-
ing, and international conflicts to illustrate how our 
ideas can be applied to the public at large.

global Warming

Although initiatives to increase individuals’ con-
sciousness about their contributions to global warm-
ing could have some impact, they are likely to, at 
most, make a small dent in the problem. Any serious 
solution to the problem is going to have to involve 
changes in prices, which could in some cases be en-
acted through taxes on energy use or subsidies for 
conservation. Thus, if gasoline were much more ex-
pensive in the United States, inevitably people would 
switch to more- fuel- efficient cars, and, in the long 
run, would be likely to alter their lifestyles— for exam-
ple, by using public transportation or moving closer 
to their workplaces— in ways that reduced fuel con-
sumption and hence emissions. However, the central 
point of this section is that monetary incentives of a 
given magnitude can have a greater or smaller impact 
on behavior depending on how they are implemented.

Thus, for example, insights from behavioral eco-
nomics could be used to stimulate the use of public 
transportation. Funds currently allocated toward ad-
vertising could be redirected to a lottery- based incen-
tive scheme. An electronic transportation pass card 
with a unique identifying number would be scanned 
each time a rider used the system. Every day, one pass- 
card number would be drawn, the bearer of which 
would receive a large prize if she rode the system that 

day. Such a policy would capitalize on the tendency 
to overweight small probabilities, because people 
would be lured into using public transportation by 
the small chance of winning a prize. In the same way 
that the weight- loss and warfarin interventions lever-
aged incentives by playing on regret aversion, riders in 
this program could be informed if their number was 
drawn on a day in which they did not use the system. 
This program could be entirely voluntary: consumers 
would not be obligated to participate, but we suspect 
that people would rather be enrolled than not.5

As another application of reducing transportation 
emissions, Greenberg (2005) discussed how mental 
accounting concepts can be applied in designing pay- 
per- mile auto insurance products. He outlined the 
pay- as- you- drive- and- you- save (PAYDAYS) insurance 
program that features individualized premiums based 
not on the calendar year, but on the miles a person 
drives. Motorists thus have the incentive of saving 
money on insurance by driving less. The basic prem-
ise of mental accounting is that consumers categorize 
their spending into separate segments or “budgets.” 
The PAYDAYS program capitalizes on the notion that 
reducing the size of the insurance budget would re-
sult in decreased driving. Greenberg showed how the 
effect of mental accounting on reducing driving can 
be enhanced by applying additional behavioral eco-
nomics insights, some of which we outline here and 
supplement with our own ideas.

FrAmIng

Consumers are charged a surcharge for additional 
miles rather than a rebate for driving fewer than the 
specified number of miles. It follows from prospect 
theory that the former frame, in which additional 
driving is treated as a loss, would be more effective at 
reducing driving than the latter, which treats reduced 
driving as a windfall (gain).

pAIn oF pAyIng

Research on the pain of paying (Prelec and Loewen-
stein, 1998) suggests that people would curtail their 
driving as insurance payments draw near in time be-
cause the cost of driving is salient around the time 
when the person makes the payment. Reduced driv-
ing may result immediately after payment while the 
pain of paying is still felt. This effect is bolstered by 
requiring consumers to make PAYDAYS payments 
frequently (narrow bracketing). Moreover, the pain of 
paying could be accentuated by equipping cars with 
taxi- like meters that make salient the cost of driving, 
much like some hybrid cars feature prominently dis-
played monitors indicating fuel consumption levels.
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overopTImIsm

The PAYDAYS program may appear especially attrac-
tive to those who overestimate their ability to cut their 
mileage. Such individuals may sign up for the lowest 
rates— rates that allow the least mileage and impose 
the heaviest fines on mileage overage. Then, similar 
to the weight- loss study discussed earlier, by virtue 
of having committed themselves to being virtuous 
and wanting to avoid fines, such individuals would be 
highly motivated to reduce their mileage.

In sum, by exploiting decision errors, pay per mile, 
which already is a good idea, could be made even 
more effective in achieving the goal of reducing miles 
driven, fuel used, and emissions.

These ideas alone would clearly be insufficient to 
have much of an impact on the problem of global 
warming. To be truly effective, they need to be paired 
with sweeping policy changes that increase the price 
of products such as gasoline to reflect their true en-
vironmental and social costs. However, these two 
examples illustrate an important point: that insights 
from behavioral economics could be applied to, in 
effect, supercharge such policy changes. For a more 
thorough discussion of how principles from psychol-
ogy, behavioral economics, and behavioral decision 
research both contribute to and reduce global warm-
ing (and more generally, to improve environmental 
policy), see Weber (this volume).

charitable giving

In his influential book, Living High and Letting 
Die (1996), Peter Unger contrasted two scenarios a 
person might face. In the first, a man by the side of 
the road has a deep leg wound and needs immedi-
ate transportation to the hospital to avoid losing the 
leg. A person driving by considers helping and realizes 
that the blood from the victim’s wound will ruin his 
fine leather seating and cost him $5,000. In the sec-
ond scenario, the driver receives a letter from UNI-
CEF that requests a $100 donation and informs the 
recipient, accurately, that unless he sends the check, 
several children who could be saved will instead die. 
The contrast is instructive because most people would 
harshly judge an individual who failed to help the man 
in the first scenario; yet the failure of so many of us to 
send the $100 (as detailed in the second scenario) is 
in fact far more egregious on a variety of dimensions. 
If we would condemn the driver who failed to stop in 
the first scenario, it follows that those of us who are 
“living high” yet failing to donate a large fraction of 
our resources to those much less fortunate than our-
selves, are making a moral error.

If affluent people are not giving as much as they, 
in some sense, should, what is responsible for the 
shortfall of generosity? One important cause is what 
Thomas Schelling referred to as the identifiable victim 
effect: people respond more emotionally and sympa-
thetically to identifiable individuals than to statistics. 
In one study of the identifiable victim effect (Small 
and Loewenstein, 2003), sympathy was measured by 
asking participants who had received $10 how much 
(if any) of the money they would donate to a victim, 
an individual who had also received $10 but had been 
randomly selected to lose it. Each participant drew 
a number from a hat, and this number represented 
the victim to whom they could donate. Critically, par-
ticipants stated their willingness to donate either be-
fore (unidentified victim) or after (identified victim) 
drawing the number. Donations were about twice as 
high in the identified (postdraw) than the unidenti-
fied (predraw) condition. That the “identified” victim 
was merely a number provides an especially powerful 
demonstration of the effect.

Real- world paradigmatic examples of the identifi-
able victim effect include Jessica McClure, a girl in 
Texas who fell into a well and received an outpour-
ing of sympathy and aid, and a whale that accidentally 
swam up the Thames River and died in close prox-
imity to London’s millions. While McClure and the 
whale received a tremendous amount of attention, 
sympathy, and aid, the millions of girls who die each 
year worldwide from malnutrition, malaria, and dys-
entery, as well as the whales that die from whaling or 
from the pollution of the worlds’ oceans, get far less 
sympathy and, more important, far less help.

The identifiable victim effect is only one of a num-
ber of patterns that can be observed in charitable giv-
ing that are not consistent with standard accounts of 
rational choice. More generally, we know that victims 
who are closer in time and space or who are visible 
evoke greater sympathy, and that knowing the vic-
tim’s story or even being exposed to the right type of 
music can enhance sympathy.

Is it possible to use decision errors to increase 
charitable giving? The answer is that it is not only 
possible but also a widespread practice. For example, 
using decision errors to boost donations is the very 
basis of sponsor- a- child programs. By tying dona-
tions to specific children, these programs capitalize 
on identifiable victim effects (see Kogut and Ritov, 
2005). Given that we suspect (and hope) that fun-
draising tactics tying donations to specific children 
in fact spread the resources more widely, such tactics 
employ decision errors to turn a second- best situa-
tion (a small number of children get disproportionate 
support, while others languish) into a situation that 
is closer to first- best (a larger number of children get 
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more evenhanded support, playing on the donors’ 
tendency to be more generous toward individuals) 
(see Small, Loewenstein, and Strnad, 2006, for an ex-
tended discussion of this point). In addition, potential 
donors are typically asked to sponsor a child for “pen-
nies a day.” Asking for small but frequent donations 
uses the peanuts effect and narrow framing to mitigate 
the donor’s money loss, in turn fostering donations. 
This is consistent with Gourville’s (1998) explanation 
of the successes of public radio campaigns.

There are many other ways in which charitable 
organizations could leverage decision errors to boost 
donations. For example, in the spirit of Thaler and 
Benartzi’s (2004) Save More Tomorrow program to 
increase employee saving, charitable organizations 
could launch a “donate more tomorrow” campaign. 
Committing to donate more in the future is more 
palatable than donating now due to present- biased 
preferences. The common practice of having donors 
provide “pledges” may in fact play on such psycho-
logical mechanisms.

Anchoring and insufficient adjustment (Tversky 
and Kahneman, 1974) can also be used to facilitate 
charitable giving. Indeed, salesmen capitalize on a 
variant of the phenomenon the “door- in- the- face” 
effect, wherein a very expensive product is initially 
suggested to the customer. Though people usually 
refuse the product, they often buy something more 
expensive than they would have had they not been 
presented with the initial anchor. While asking people 
to donate a huge sum of money upfront runs the risk 
of annoying people, it also may make it more likely 
that they will agree to donate a smaller amount.

Shang and Croson (2006) used a type of social- 
comparison- based anchoring manipulation to in-
crease over- the- phone donations to a public radio 
station. They found that simply mentioning that an 
individual contacted previously had donated a large 
amount increased the magnitude of the focal donor’s 
donation. A more subtle manipulation that would be 
worth testing would attempt to anchor potential do-
nors on a truly arbitrary, but high, number. For exam-
ple, the American Cancer Society could ask potential 
donors an initial question, How much do you think it 
would be worth to the country to cure cancer? Based 
on research showing the susceptibility of valuations 
of anchors, even completely irrelevant ones, such a 
procedure is likely to boost donations.

International Disputes

When traveling through the bucolic areas in which 
wars seem often to be fought, one cannot help but 
be impressed by the contrast between the present and 

past. Families, towns, cities and even countries get 
torn apart by, as Shakespeare so aptly expressed it, the 
“dogs of war”— by destructive passions that sweep 
through populations like wildfire. Much like individu-
als who commit, and later pay the price for, crimes of 
passion, those caught up in mass hostilities often look 
back on their own feelings and behavior with perplex-
ity, wondering how they could have acted as they did.

Wars, like individual self- destructive behavior, are 
often, prosaically, the product of individual- level ir-
rationality. Although sometimes orchestrated or at 
least encouraged by those with “rational” economic 
interests in fomenting conflict, most wars are associ-
ated with a variety of decision errors. For example, 
people are often overconfident about their likelihood 
of prevailing, as was true at the beginning of World 
War I, when citizens of countries on both sides of the 
dispute anticipated quick victory for their own side. 
More important, perhaps, the passions of the mo-
ment tend to produce a variety of judgmental and 
motivational distortions (Loewenstein, 1996), such 
as a powerful motivation for immediate action (e.g., 
a need to act quickly rather than, for example, opt for 
diplomacy or the gradual effects of economic sanc-
tions), dramatic self- serving biases when it comes to 
evaluating fairness, insensitivity to variations in prob-
abilities, and extremes of sympathy, antipathy, and 
callousness (see Lobel and Loewenstein, 2005). Is it 
possible that judgmental biases can be harnessed in 
opposition to such effects?

As alluded to above, disputes not only tend to be 
the product of self- serving appraisals of the situation, 
but also tend to usher forth even more dramatically 
self- serving appraisals. In the heat of war, almost ev-
erything one’s own side does is seen as benign and 
fair, whereas almost anything one’s opponent does is 
interpreted in a much harsher light. As noted in the 
section on self- serving fairness bias, although such 
self- serving appraisals typically exacerbate conflict, 
they can also be used to enable the parties to agree 
on a common and respected third party to aid in the 
resolution of conflicts. Hence, the same self- serving 
bias that contributes to disputes can also be used to 
resolve them. For a discussion of additional ways in 
which engaging a third party can aid in international 
conflict resolution, see Ross (this volume).

Conclusion

When scrutinized superficially, the idea of using deci-
sion errors to help people might appear distasteful and 
misguided. Why should people have to be “tricked” 
into acting in their own self- interest? A more nuanced 
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perspective would view such uses of decision errors as 
a matter of balancing a playing field in which numer-
ous corporate entities exploit decision errors in their 
efforts to compete in the marketplace.

There are a wide range of economic interests that 
exploit mistakes that consumers make (see Issacharoff 
and Delaney, 2006; Loewenstein and Haisley, 2008; 
Loewenstein and O’Donoghue, 2006). Credit card 
companies lure consumers with “teaser” rates that play 
on their naivety about their future propensity to go 
into debt.6 Fast- food restaurants offer “meal deals” 
that would not be nearly as attractive if consumers 
entered calories and health consequences into their 
decision calculus. Cigarette and alcohol sellers broad-
cast ads that cast the poisoning of one’s own body 
as a romantic, sophisticated, activity. Banks make an 
increasing fraction of their profits from overdraft fees 
that consumers do not pay much attention to when 
they choose where to open an account and then get 
“stung” by. Mortgage companies encourage con-
sumers to assume loans they cannot afford, then the 
companies support legislation that makes it more dif-
ficult to declare bankruptcy and walk away from one’s 
debts. Even states get into the game of playing on 
decision errors, marketing lottery tickets that return 
approximately 45 cents on the dollar that they sell 
disproportionately to those least able to afford them. 
The associated marketing efforts encourage simplistic 
assessments of probabilities— for example, the ubiqui-
tous “you can’t win if you don’t play.” There are many 
more such examples.

With the possible exception of states, which argu-
ably should not be in the business of exploiting poor 
people, these economic entities are not inherently evil; 
they are just competing in the marketplace. If some 
bank or mortgage company failed to exploit consumer 
errors, and its competitors did, it would lose profits 
and risk going out of business. When consumers make 
systematic errors, and one can no longer assume that 
they are fully capable of taking actions consistent with 
their self- interest, there is a very real possibility that the 
“invisible hand” of the market will lead to the opposite 
result that Adam Smith envisioned.

In the best of all worlds, we could rely on the in-
herent rationality of individuals to help guide them 
through the shoals of capitalist and state enterprises 
that play on their biases and irrationalities. As the ex-
amples we have highlighted in this chapter suggest, 
however, the outcome of such a laissez-faire approach 
is clearly suboptimal. In the world we live in, in con-
trast, there are many adverse consequences of leaving 
consumers to fend for themselves. Harnessing the same 
errors that are regularly used to exploit consumers to 
instead help them could make many people better off.

Notes

1. Another closely related example that also involves 
overconfidence comes from the work of Benabou and Ti-
role (2002). They discuss how overconfidence in one’s own 
abilities can in some cases counteract the reluctance, due to 
present- biased preferences, to engage in risky endeavors that 
involve an immediate outlay of effort for a delayed benefit. If 
people overestimate their chances of success, they may make 
the effort when the immediacy of costs would otherwise 
deter them from doing so.

2. The peanuts effect is closely related to the market-
ing ploy of framing costs in terms of “pennies a day” (see 
Gourville, 1998).

3. To deal with this problem, Gale, Gruber, and Orszag 
(2006) propose an alternative to the current tax- deduction- 
based system, which provides disproportionate benefits to 
savers who are in high tax brackets. In their proposal, the gov-
ernment would provide a 30% match to all households mak-
ing a qualified contribution to a 401(k) plan or IRA account.

4. Due to a clerical error, the expected value was greater 
than intended. Subjects won $10 if either of their digits 
matched with either of the digits drawn for that day, dou-
bling the likelihood of winning $10 above what we intended 
for an expected value of $5 per day. Rather than ending the 
trial when we discovered the error, we completed it and 
started a new trial with another 10 patients and the lottery 
implemented correctly with an expected value of $3 per day.

5. Although one might fear that car manufacturers would 
offer a similar program if they saw that it worked, current 
laws in the United States do place some restrictions on com-
mercial entities from offering lotteries that are contingent on 
product usage (albeit, seemingly, mainly from offering such 
lottery- linked products via mail solicitations).

6. It is unlikely that these types of marketing practices 
are going to be regulated; if anything, there has been a ten-
dency to move in the opposite direction— for example, with 
recent legislation that permits credit card accounts in which 
an individual's tax- free retirement savings serves as collateral.
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Chapter 22

Doing the Right Thing Willingly
Using the Insights of Behavioral Decision 
Research for Better Environmental Decisions

ElkE U. WEBER

Policy makers from local to supranational levels are 
being asked to address behavior that impacts eco-
nomic and social outcomes on multiple scales and, 
increasingly, also environmental outcomes. Attempts 
to reduce a country’s dependence on foreign oil, for 
example, may generate multiple options that all satisfy 
this policy goal but can have varying impacts on the 
economic viability as well as on air quality and carbon 
dioxide emissions. Custodians of the water available 
in a system of reservoirs need to regulate release times 
and levels in a way that satisfies stakeholders with dif-
ferent needs and sources of power, while safeguarding 
future availability of water, given projected future up-
stream rainfalls. At other times, environmental issues 
pose themselves as the primary problem for policy in-
tervention. For example, national legislation or supra-
national agreements may mandate that regional emis-
sions of harmful substances such as sulfur or carbon 
dioxide be capped at specific levels, and regional or 
industry- specific policy makers need to generate in-
terventions that will reduce emission- generating ac-
tivities or introduce technologies that reduce emission 
levels of continuing activities.

These examples illustrate several important points: 
(1) Environmental policy decisions typically have 
impacts on a range of dimensions, from economic 
to social and environmental ones and involve trade-
offs between these dimensions. (2) Many of these  
decisions have distributional implications and involve 
considerations of fairness or equity. (3) Many of these 
decisions involve considerable uncertainty about the 
likely consequences of different actions and require 
intertemporal trade- offs on both the cost and ben-
efit side. (4) Implementation of such policies typically 
involves persuasion, for example, convincing people 
or groups to reduce consumption in situations where 
economic models of rational behavior argue against 
such reductions. Environmental goods such as clean 
air, drinkable water, species diversity, and a life- 
sustaining climate are common- pool resources, and 

rational economic analysis prescribes short- sighted, 
selfish depletion of such resources (or failure to invest 
in their upkeep to ensure their continued existence or 
quality) as the dominant behavior, even though more 
long- sighted and cooperative behavior would be so-
cially desirable (Bowles, 2004). While most policy 
decisions possess these four characteristics to some 
extent, they seem to loom particularly large for policy 
decisions in the environmental domain.

Theoretical Background and Assumptions

In describing environmental decision- making pro-
cesses in their possible variations, this chapter draws 
on theory in social cognition. Behavior is assumed 
to be determined by unconscious and conscious in-
ference and decision processes, which are elicited by 
conditions in the external environment in combina-
tion with internal factors that include prior experi-
ence, expectations, and goals (Weber and Johnson, 
2009). This body of theory is informed by insights 
from behavioral decision research that has docu-
mented people’s limitations in attention, memory, 
and information processing. It is a perspective often 
referred to as bounded rationality (Simon, 1982). 
When preferences are constructed while decisions 
are made, the processes used to do so are different 
and often simpler than the as- if calculations implic-
itly assumed by rational- economics models of choice 
(Kahneman, 2003; Lichtenstein and Slovic, 2006).

The first part of the chapter will review some be-
havioral phenomena likely to be at play in environ-
mentally relevant decisions that should increase our 
concern about the challenges faced by environmen-
tal policy makers beyond those already established 
by a rational- expectations analysis of common- pool 
resource dilemmas (Hardin, 1968). In particular, 
we will examine the negative impact of the follow-
ing phenomena: (1) People lack appropriate visceral 
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reactions to important classes of environmental risks. 
(2) Cognitive and affective myopia, coupled with loss 
aversion, makes the immediate costs and sacrifices 
typically required for environmentally responsible be-
havior loom large, whereas future benefits have little 
appeal because people apply extremely high discount 
rates. (3) The uncertainty of future risks or benefits 
complicates the task even more, with ambiguity aver-
sion and the underweighting of small probabilities 
in decisions based on personal experience of conse-
quences playing important roles in people’s environ-
mentally relevant decisions. As a result, decision mak-
ers who approach environmentally relevant decisions 
in either an analytic or an affect- based mode will not 
likely voluntarily modify existing problematic behav-
ior, for example, reduce their energy consumption.

Fortunately, this is not where the story ends. The 
second part of this chapter will ask whether Hardin’s 
(1968) “tragedy” of the commons could perhaps be 
downgraded to a “drama” (Ostrom et al., 2002). We 
will see that people might be induced to act in more 
collective ways that also increase their own long- term 
individual benefits if three sources of cognitive abun-
dance with which they are equipped are used to shape 
the decision environment in ways that will facilitate 
more environmentally sustainable behavior: (1) the 
multiple ways in which they can look at information 
(e.g., framing, mental accounting), (2) the broad range 
of goals (e.g., individual vs. social goals, promotion vs. 
prevention goals) they have that can be selectively ac-
tivated, and (3) their ability to decide upon a course of 
action in multiple and qualitatively different ways (e.g., 
using habits, rules, roles, affect, and calculations).

Insights derived from these sources of cognitive 
abundance can guide the design of environmental 
policies. This might include interventions to induce 
the American public to implement a long list of exist-
ing energy- efficiency innovations (e.g., home insula-
tion or different lighting technology like LED or CFL 
bulbs) that would result in no reduction of their stan-
dard of living, produce a net cost savings over a mul-
tiyear period, and sizably reduce U.S. energy- use and 
carbon dioxide emissions (Granade et al., 2009). The 
ways in which people process information about un-
certain events removed in space and time will be dis-
cussed in the next section and may help explain why 
these alternative actions, which appear to be economi-
cally and environmentally dominating (“low- hanging 
fruit”), are not being adopted by the overwhelming 
majority of the American public.

Behaviors of Concern

The different ways in which people process informa-
tion when making judgments or arriving at decisions 

have been classified into two contrasting categories, 
sometimes referred to as two “systems” (Chaiken and 
Trope, 1999; Kahneman, 2003; Sloman, 1996). The 
first category of processes works on the basis of tempo-
ral and spatial associations and similarity. It uses real- 
world experience as input. Its basic mechanisms are 
automatic, that is, associations are established, stored, 
and retrieved essentially without effort and conscious 
awareness. Such associative processes teach us, for ex-
ample, to dislike food eaten just prior to symptoms 
of food poisoning and to avoid foods of similar taste 
or smell in the future. Associative processes map un-
certain and adverse aspects of the environment into 
affective responses (e.g., fear, dread, anxiety) and thus 
represent risk as a feeling (Loewenstein et al., 2001).

Many contemporary environmental or technologi-
cal risks (e.g., climate change or nuclear power) do 
not (yet) provide direct experience of adverse conse-
quences most of the time, either because of success-
ful risk management or because the adverse conse-
quences have a small probability and often lie in the 
future. Such risks, based on model- based predictions, 
are typically communicated to the public in an ab-
stract and symbolic way, for example, as probability 
distributions of possible consequences. Such informa-
tion needs to be processed by the second category of 
processes people have at their disposal. This second 
class of processes works on the analytic algorithms 
and rules specified by normative models of judgment 
and choice (e.g., the probability calculus, Bayesian 
updating, formal logic, and utility maximization) and 
also on simpler versions of such algorithms that ex-
plicitly combine information. They are slower than 
automatic associative processes and require conscious 
awareness and control. The algorithms that these ana-
lytic processes implement need to be taught explicitly, 
and the appropriateness of their use for a given situ-
ation needs to be apparent, that is, they do not get 
triggered automatically.

Hardin and Banaji (this volume) similarly dis-
tinguish between visible conscious and invisible un-
conscious (implicit) processes. Such dual- process 
accounts have been very useful as a conceptual frame-
work, although one has to be careful not to take the 
dichotomy too literally. While elements of the two 
processing systems can operate in parallel, it is un-
clear whether they can operate in isolation, and they 
also interact with each other in complex ways (Evans, 
2007; Weber and Johnson, 2009). Analytic reason-
ing is often guided and assisted by automatic pro-
cesses that include associations and affect (Damasio, 
1994), and few decisions are made in a completely 
reflexive way. When both types of processing are in 
operation but their outputs disagree, the output of 
the associative system typically prevails, because its 
output has greater vividness and emotional salience. 
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Even in seemingly very analytic contexts, such as fi-
nancial investment decisions, subjective and largely 
affective factors have been shown to influence percep-
tions of risk (Holtgrave and Weber, 1993) and the 
choice of investment options (Weber, Siebenmorgen, 
and Weber, 2005). Hersch and Viscusi (2006) con-
nect affective factors to seemingly analytic consider-
ations in the environmental domain, showing that 
national differences in worry about global warming 
correlate with willingness to pay more for gasoline, if 
such price increases would result in less harm to the 
environment.

insufficient visceral Reactions to environmental Risks

As suggested by Peters and Slovic (2000), affect— 
and, in particular, negative affect— is the wellspring 
of action. The feeling of fear powerfully motivates 
us to remove ourselves from a dangerous situation 
(Loewenstein et al., 2001). The absence of any affec-
tive or visceral response to such environmental risks 
as radon contamination, coastal plains flooding, or 
climate change may well be responsible for the argu-
ably less- than- optimal allocation of personal and col-
lective resources to deal with such issues (Dunlap and 
Saad, 2001). Behavioral decision research over the 
past thirty years provides some answers as to why the 
general population and their public officials may show 
less concern about some risks considered significant 
by domain experts, but then overreact to other risks, 
which experts consider insignificant.

People’s affective reactions to risky situations often 
do not agree with more objective measures of risk that 
quantify either the statistical unpredictability of out-
comes or the magnitude or likelihood of adverse con-
sequences (Sunstein, 2006 and this volume). Instead, 
visceral judgments of risk are determined by other 
(psychological) risk characteristics that elicit affective 
reactions as part of our evolutionary heritage. The 
psychological risk dimensions that strongly influence 
judgments of the riskiness of material risks in ways that 
go beyond their objective consequences (Fischhoff et 
al., 1978) are described by two factors (Slovic, 1997). 
Dread risk, the first factor, is experienced in the face 
of hazards associated with a perceived lack of control 
over risk exposure and with consequences that are po-
tentially catastrophic: terrorist attacks, nuclear reac-
tor accidents, or nerve- gas attacks. Unknown risk, the 
second factor, is associated with how much is known 
about the hazard, how easily exposure and adverse 
consequences are detectable, and whether it is natural 
or man- made. At the high (top) end, we find chemical 
hazards and radiation, which might kill exposed par-
ties without their awareness, and DNA technology, 
which might have serious consequences not yet tested 
by time. Slovic, Lichtenstein, and Fischhoff (1984) 

suggest that these more affective reactions to risk are 
forward- looking in ways not always captured by the 
expected value calculations of experts based on actu-
arial figures or scientific models. A large accident por-
tends possibly even larger future trouble, and concern 
about catastrophic potential or lack of control may 
play a useful societal function.

The risks analyzed to infer these psychological 
(more visceral than analytic) reactions were mostly 
technological and household health risks. It is instruc-
tive to try to place some important environmental 
risks into this two- dimensional space. If people con-
ceive of climate change, for example, as a simple and 
gradual change on variables such as average tempera-
tures and precipitation or the frequency or intensity 
of specific extreme weather events (frosts, hurricanes, 
or tornadoes), then the risks posed by climate change 
would appear to be well known and exposure, at least 
in principle, to be controllable at the individual level 
(“move from Miami to Vancouver when things get 
too hot or dangerous in Florida”). While some of the 
perceived control may be illusory, the perceived abil-
ity or inability to take corrective action is an impor-
tant component of vulnerability.

The main conclusion from this section is that, 
without sufficiently strong visceral reactions to many 
environmental risks (if they are considered “natural” 
and well known), people may not be motivated to 
take corrective or evasive actions. In the section on 
potentially useful behavioral insights, I will argue that 
risks can be reframed, and environmental risks can be 
presented as more uncontrollable, or man- made, to 
activate the feelings that something is amiss, which is 
known to result in greater risk management.

Appeals to fear are problematic for reasons beyond 
the fact that people do not naturally worry about en-
vironmental risks like climate change, one such reason 
being that people appear to have a finite pool of worry 
(Weber, 2006). As concern about one type of risk in-
creases, worry about other risks frequently decreases, 
as if people had a limited budget to spend on worry. A 
Pew Research Center opinion poll (2009) found that 
levels of concern about climate change had declined 
in October 2009 relative to a high in 2006 that had 
been maintained as late as May 2008. Presumably that 
decline in concern with the climate was the result of 
increased concern about the national and world econ-
omy and unemployment. Hansen, Marx, and Weber 
(2004) found evidence that was consistent with a fi-
nite pool of worry among farmers in the Argentine 
Pampas. As concern about climate risk increased in 
the course of a two- day farm decision workshop that 
provided information about the potential impacts of 
increased climate variability, concern about political 
risk went down (post-  vs. pre- workshop) even though 
the level of political risk had not changed over those 
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two days. In addition, those who stated greater worry 
about political risk (either pre-  or post- workshop) 
worried less about climate risk. If people’s capacity for 
worry or concern is finite, then efforts to raise greater 
concern to motivate protective or mitigation action 
against some risk by, for example, providing concrete  
images of possible damages, come at the cost of po-
tentially reducing concern about other risks. The fi-
nite pool of worry concept is related to, though cer-
tainly not identical to, the concept of risk homeostasis 
(Wilde, 1998).

Appeals to fear are also problematic because of the 
single- action bias (Weber, 1997), which is the pro-
pensity to take only a single action in response to a 
fear signal, even in situations where a broader set of 
remedies might be called for. Taking the one action 
to respond to a problem at hand seems to reduce or 
remove the feeling of worry or concern. Without the 
latter affective marker, motivation for further action is 
reduced. Weber (1997) found that Midwestern farm-
ers engaged in only one of three plausible classes of 
protective actions against climate change. Hansen, 
Marx and Weber (2004) similarly found that farm-
ers in Argentina employed only one of several protec-
tions against climate variability and climate change. If 
they had the capacity to store grain, for example, they 
were less likely to also irrigate and invest in crop insur-
ance. Thus fear appeals may also backfire because they 
motivate people to take simpler actions than are war-
ranted by the complexity of contemporary problems.

cognitive myopia, loss Aversion, and hyperbolic  
time Discounting

Sunstein (this volume) depicts cost- benefit analysis as 
a solution against “misfearing,” that is, against peo-
ple’s incorrectly calibrated reactions as described in 
the previous section, as well as others. “The problem 
of misfearing,” according to Sunstein, “results from 
use of the availability heuristic, from informational 
and reputational cascades, from intense emotional re-
actions, from processes of reasoning in which benefits 
are salient but costs are not, or from miscalculating the 
systemic effects of one- shot interventions.” However, 
the behavioral evidence to be presented in this sec-
tion suggests that environmental decisions are prob-
lematic not just when addressed affectively but also  
when based on calculations that trade-off costs against 
benefits, outcomes against probabilities, or gener-
ally evaluate the consequences of choice options in a  
more analytic fashion. Sunstein’s remedy may make 
some sense when applied to the cost- benefit analy-
ses done by domain experts, but not to the on- the- fly 
(and hence more fallible) calculation- based decisions 
described in this section, although some of the issues 
(e.g., about the correct discount rate to value future 

costs and benefits) encountered with intuitive calcula-
tions also surface in debates about expert- based cost- 
benefit analyses (e.g., Weitzman, 2007)

What the behavioral regularities described in this 
section have in common is that they bias the analytic 
evaluation of choice options in environmentally im-
pactful situations against socially responsible and long- 
term, individually and socially beneficial behavior, 
which typically involves immediate costs and sacrifices 
that loom large, while their much delayed and uncer-
tain future benefits get unreasonably discounted.

cognitive myopiA

Myopia, or shortsightedness, has been cited as an ex-
planatory construct in the context of loss aversion, 
most prominently by Benartzi and Thaler (1995) in 
their explanation of the equity premium puzzle, that 
is, of the puzzling fact that investors hold bonds to the 
degree that they do, given that the returns on stocks 
are significantly larger, albeit riskier. That behavior, 
which is inconsistent with reasonable assumptions 
about risk aversion, can be explained by the assump-
tion that investors do not apply sufficiently long time 
horizons to their investment decisions but, instead, 
compare and contrast the outcomes of risk- free and 
risky investment opportunities on a quarterly basis 
and get disproportionately agitated by losses. Such 
shortsightedness in their time horizon also contrib-
utes to people’s reluctance to save adequately for their 
retirement, unless such saving is legally mandated or 
encouraged by nudges that take advantage of people’s 
myopia in some form of psychological judo (Thaler  
et al., this volume). Failures to integrate the outcomes 
of a series of decisions that should be considered in 
combination (e.g., the returns on an investment across 
a series of months or the returns across all investments 
in one’s portfolio) are another example of myopia, 
which focuses attention on just the most recent re-
turn or the single investment (Read, Loewenstein, 
and Rabin, 1999; Thaler and Johnson, 1990).

Cognitive myopia thus prevents people from ac-
curately perceiving the future benefits of immediate 
costs or of reductions in immediate benefits. As a 
result, people fail to buy more- energy- efficient appli-
ances or make a host of other energy efficiency in-
vestments, where higher up- front purchase costs are 
more than compensated for by future energy savings 
(Gillingham, Newell, and Palmer, 2009).

loss AveRsion

Loss aversion is the label given to an important prop-
erty that distinguishes prospect theory (Tversky and 
Kahneman, 1992) from expected utility theory (von 
Neumann and Morgenstern, 1944), namely a much 
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greater (dis)utility for outcomes that are encoded as 
losses relative to a reference point than for outcomes 
of the same magnitude but encoded as gains relative 
to a different reference point. Loss aversion explains 
a broad range of choices observed in both the labora-
tory and the real word that deviate from the predic-
tions of rational- economic choice theory (Camerer, 
2000). Employees may be willing to forgo projected 
future increases in salary (forgone gains) but will fight 
tooth and nail to avoid any cuts in their current salary 
(losses). With the status quo as a very salient reference 
point, loss aversion makes it hard for policy makers 
to convince people to reduce consumption or, more 
generally, their standard of living below current levels. 
While naturally used reference points in combination 
with loss aversion can be problematic in a range of 
policy domains (see Thaler, this volume), prospect 
theory also provides policy makers with a design tool, 
namely the ability to change decision makers’ refer-
ence points, with implications for the way in which 
outcomes get evaluated. The purchase of an insur-
ance policy against drought by a farmer, for example, 
involves a sure out- of- pocket loss of money (the in-
surance premium) for the unsure and low- probability 
benefit of avoiding a much larger loss in the case of 
drought. Prospect theory predicts risk seeking in the 
domain of losses, which would mean choosing the 
probabilistic loss over the sure loss. Skillful insurance 
salespeople have long known that they need to move 
a farmer’s reference point away from its usual position 
at the status quo, down to the level of the possible 
large loss that could be incurred in case of drought. 
By focusing the insuree’s attention on the severity of 
the possible loss and the resulting consequences, all 
the smaller losses (including the insurance premium) 
are to the right of (thus less negative than) this new 
reference point, making this a decision in the domain 
of (forgone) gains, where people are known to be risk 
averse and will choose the sure option of buying the 
insurance.

Attribute framing can have similar effects. Levin 
and Gaeth (1988) showed that people rated the taste 
of minced beef higher when it was described to them 
as 75% lean than as 25% fat, presumably because the 
discrepancy between 25% and 0% fat (a relative loss) is 
considered more severe than the discrepancy between 
75% and 100% lean (a foregone gain). A recent study 
showed that Republicans were much more likely to 
purchase a more expensive plane ticket that included 
a fee to compensate the carbon dioxide emissions 
generated by the flight when that fee was called an 
offset (which was presumably encoded as a foregone 
gain) rather than a tax (which most people, and espe-
cially Republicans, encoded as an out- of- pocket loss) 
(Hardisty, Johnson, and Weber, 2010).

hypeRbolic time Discounting

Future financial costs and benefits ought to be dis-
counted in value (e.g., by the current rate of interest 
offered by banks), ideally by a constant amount per 
period of time delay, as described by an exponential 
discount function. Empirical research shows, how-
ever, that people apply sharp discounts to costs or 
benefits that will occur at some point in the future 
relative to obtaining them immediately (e.g., a year 
into the future vs. now) but discount much less when 
both time points are in the future, with one occurring 
later than the other (e.g., two years versus only one 
year into the future) (Loewenstein and Elster, 1992). 
Such behavior has been described by a hyperbolic 
discount function that shows its steepest decrement 
in current value as we defer immediate consumption 
(Ainslie, 1975). Actions to mitigate negative envi-
ronmental consequences are unattractive within this 
framework because they require immediate sacrifices 
in consumption that are compensated only by heavily 
discounted and highly uncertain benefits at a much 
later point in time.

In many situations, including those of intertem-
poral choice, people do not have firmly established 
preferences for choice options but, instead, construct 
them as they go by recruiting arguments for differ-
ent choice options, by examining external evidence, 
and by recruiting internal evidence from memory 
(Lichtenstein and Slovic, 2006; Payne, Bettman, and 
Johnson, 1993; Weber and Johnson, 2009). Trope 
and Liberman (2003) showed that when people re-
cruit evidence internally, events in the future elicit 
different arguments for and against them than im-
minent events. Events in the distant future (e.g., an 
invitation to give a paper at a conference next sum-
mer, or the prospect of coastal flooding thirty years 
from now, to use an environmental example) are con-
strued in abstract terms, whereas events close to us 
in time (the upcoming trip on Monday to attend the 
long- scheduled conference, or the prospect of a major 
hurricane passing through town this afternoon) are 
construed in very concrete terms. Abstract represen-
tations of consequences in the distant future lack the 
concrete associations that are connected to emotional 
reactions. In contrast, concrete representations of 
consequences in the present tend to be saturated with 
affective associations. This difference in the affective 
richness and concreteness of the representation of 
temporally close versus distant consequences may well 
lie at the root of observed problems of self- control, 
be they impatience and impulsivity in obtaining desir-
able outcomes (Laibson 1997; Mischel, Grusec, and 
Masters, 1969) or procrastination with undesirable 
tasks (O’Donoghue and Rabin, 1999). Mitigating 
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actions against environmental problems are often per-
ceived as requiring the sacrifice of concrete, immedi-
ate benefits for the sake of abstract, distant goals. As 
will be discussed in the section on useful behavioral in-
sights, there are other and more positive ways of fram-
ing such choices. However, when pro- environmental 
behaviors are framed as involving sacrifices, the strong 
negative affect associated with the concrete, immedi-
ate costs, the absence of feelings of worry about ab-
stract and distant negative consequences of failures to 
act, and the discounting of future benefits will result 
in ecologically damaging consumption decisions and 
actions.

The preferences- as- memory framework of Weber 
and Johnson (2006) has examined the attentional 
processes and memory- retrieval operations that un-
derlie preference construction. Under this framework, 
query theory (Johnson, Häubl, and Keinan, 2007) as-
sumes that when asked to delay consumption, people 
first assess the evidence arguing for immediate con-
sumption and only then assess evidence that argues 
for delaying consumption. Query theory postulates 
that, in order to help people reach a decision, evi-
dence generated in favor of an action (e.g., immediate 
consumption) tends to interfere with the subsequent 
generation of evidence arguing against that action and 
for other actions. Weber et al. (2007) provided em-
pirical support for both conjectures and succeeded in 
drastically reducing the intertemporal discounting in 
people’s choice by prompting them to first generate 
evidence in favor of deferring consumption, followed 
by a prompt to generate evidence in favor of immedi-
ate consumption. Query theory thus provides policy 
makers with a tool that may help with the successful 
implementation of environmental policies as further 
discussed in the section “Useful Behavioral Insights,” 
below.

Risk and Ambiguity Aversion and small probabilities

In addition to behavioral phenomena that influence 
the valuation of outcomes of different choices, there 
also are behavioral regularities that can bias people’s 
evaluation of the probabilities of environmentally rel-
evant choice options.

Risk AnD Ambiguity AveRsion

Expected utility theory (von Neumann and 
Morgenstern, 1944) has been central in the analysis 
of choice under risk and uncertainty not only for its 
compelling axiomatic foundation and mathemati-
cal tractability, but also for its ability to describe a 
large number of economic choices (Woodward, 
1998). It describes deviations from expected value 

maximization by postulating a nonlinear and mostly 
concave utility function that goes back to Bernoulli 
(1738/1954). Classical demonstrations referred to 
as the Allais (1953) and Ellsberg (1961) paradoxes 
have given rise to additional theoretical elaborations 
(Camerer 2000; McFadden 1999). The Allais para-
dox demonstrates the certainty effect, an important 
feature of prospect theory (Kahneman and Tversky, 
1979; Tversky and Kahneman, 1992). The certainty 
effect, namely, that certain outcomes get more deci-
sion weight than they deserve based on their likeli-
hood of occurrence, is captured by prospect theory’s 
probability weighting function, which has a disconti-
nuity before the endpoints, making events that occur 
or do not occur for sure far more impactful than those 
that occur with probability .999 or .001, respectively. 
Because sure outcomes in environmentally relevant 
decisions (such as deciding between a more energy- 
efficient refrigerator with a higher purchase price and 
a cheaper refrigerator with higher energy consump-
tion and thus more carbon dioxide emissions) tend to 
be on the negative or cost side (i.e., the greater pur-
chase price), while gains (i.e., the energy savings) are 
delayed in time and somewhat uncertain, it is easy to 
see that the certainty effect may introduce yet another 
bias toward environmentally less responsible choices 
in such decisions.

The Ellsberg paradox established that decision 
makers distinguish between well- specified probabili-
ties (risk) and ill- defined probabilities (uncertainty), 
even if the best estimates of the latter have the same 
value as the former. Ellsberg (1961) referred to the 
dislike that decision makers have for options with ill- 
defined probabilities as ambiguity aversion, and Hsu 
et al. (2005) recently provided neuroimaging evi-
dence that risky and uncertain choices are processed 
in different brain regions. Heath and Tversky (1991) 
demonstrated that ambiguity aversion is not universal 
and, in particular, is not found in situations in which 
decision makers believe they have expertise in the do-
main of choice, preferring, for example, sports gam-
bles with ill- defined probabilities of winning or losing 
to money lotteries with well- specified probabilities. 
Whereas one can expect to find many members of the 
general public who think of themselves as experts in 
such domains as sports or the stock market, and thus 
do not shy away from choice options with ill- defined 
probabilities, the number of people who would be-
lieve themselves to be experts in environmentally 
relevant technical domains (e.g., the pros and cons 
of hybrid electric vs. conventional gasoline engines 
in cars) has to be much smaller at this time. This 
suggests that for such decisions the uncertainty and 
ambiguity of positive benefits of environmentally re-
sponsible choice options will more likely be seen as a 
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handicap rather than an opportunity. It also suggests a 
perhaps unexpected advantage of educating the pub-
lic about technological innovations. Such education 
not only provides more accurate input for people’s 
analytic processing of environmentally relevant choice 
options, but will also help to remove negative affec-
tive reactions to uncertainty that are associated with 
not- well- understood probabilistic mechanisms related 
to climate events and their consequences.

effects of smAll pRobAbilities

An important distinction has been made between un-
certain or risky decisions made from personal experi-
ence and those made from statistical description, be-
cause the ostensibly same information about possible 
outcomes and their likelihood of choice alternatives 
can lead to different choices depending on how the in-
formation was acquired (Hertwig et al., 2004, 2006). 
Decisions from experience rely on (repeated) personal 
encounters with uncertain choice options, the way 
animals make risky foraging decisions (Weber, Shafir, 
and Blais, 2004). While the outcomes of choice op-
tions may initially be completely unknown, repeated 
choices provide the decision maker with feedback 
about possible outcomes and their likelihood, in the 
limit with great objective accuracy. Decisions from de-
scription, on the other hand, are made based on out-
come and probability information provided in some 
statistical summary that is communicated in verbal, 
graphic, or numeric form. This way of information 
communication and acquisition is available only to 
humans, with their ability for abstract, symbolic rep-
resentation, but is the method on which almost all 
laboratory studies of risky decision making have been 
based (Weber, Shafir, and Blais, 2004).

Knowing how people have come to know about 
the possible outcomes of real- world choice options 
and their probabilities matters, because choices differ 
quite dramatically under the two information condi-
tions when choice options include small- probability 
events. Members of the general public and domain 
experts often learn about choice option outcomes and 
their probabilities in different ways. In the case of in-
surance decisions (e.g., federally subsidized flood in-
surance, Kunreuther, 1984), individuals considering 
the purchase of insurance appear to make their deci-
sion based on personal experience with flood events in 
previous years, whereas the industry experts have ac-
cess to actuarial information and thus make decisions 
from description. In the case of childhood inoculation 
decisions, the situation is the opposite. The pediatri-
cian who administers hundreds of inoculations per 
year knows about the outcomes and their probabilities 
of inoculating or failure to inoculate from personal 

experience, whereas parents make this decision based 
on a description of outcomes provided in medical- 
information pamphlets or on websites. Weber, Shafir, 
and Blais (2004) and Hertwig et al. (2006) described 
the association-  and affect- based learning mechanisms 
by which personal experience with low- probability 
events leads to more apparent risk taking than that 
observed when the same options are presented by sta-
tistical summary descriptions. People’s evaluations of 
risky options under repeated sampling follow classical 
reinforcement learning models where initial impres-
sions are continuously updated in a way that gives re-
cent events more weight than distant events.1 Because 
rare events have a small(er) probability of having 
occurred recently, they (on average) tend to have a 
smaller impact on the decision than their objective 
likelihood of occurrence would warrant.2 In those 
rare instances where they do occur, recency weight-
ing gives them a much larger impact on the decision 
than warranted by their probability, making decisions 
from experience more volatile across respondents and 
past outcome histories than decisions from descrip-
tion. In contrast, the probability weighting function 
of prospect theory, which was developed to account 
for data sets that describe risky decisions from descrip-
tion, predicts that decision makers in decisions from 
description will overweight small probability events, 
that is, give them more weight in their decisions than 
they deserve based on their likelihood of occurrence.

Consistent with these predicted differences in the 
weight given to rare events under the two informa-
tion conditions, people living in flood plains— who, as 
mentioned above, make decisions about flood insur-
ance based on their personal experience with floods, a 
low base- rate event— have tended to turn down even 
federally subsidized insurance (Kunreuther, 1984), 
which is consistent with an under weighting of the ac-
tuarial frequency of such floods. Parents contemplat-
ing inoculations of their children against childhood 
diseases that have a low probability of life- threatening 
side effects, who make this decision based on statisti-
cal summary information about the benefits and side 
effects, have often turned down epidemiologically ef-
fective inoculations, which is consistent with an over-
weighting of the low probability of severe side effects.

Slovic, Kunreuther, and White (1974) argued for 
the importance and utility of studying bounded ratio-
nality in field settings and already predicted that in-
cremental personal experience of natural hazards and 
decisions based on such information may not be cap-
tured by expected utility models and their extensions. 
Recent work on important differences in decisions 
from experience and decisions from description con-
firm their predictions. The relative indifference with 
which most politicians and members of the general 
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public consider small- probability– high- consequence 
events like catastrophic rainfall and bursting levies, 
until and unless they have recently occurred, is much 
closer to the predictions made by the reinforcement 
learning models of decisions from experience than to 
that of prospect theory for decisions from description.

Useful Behavioral Insights

This section will review insights from behavioral de-
cision research that may offer more hopeful predic-
tions for the feasibility of environmentally responsible 
and sustainable decisions. A better appreciation of the 
three types of cognitive abundance that will be re-
viewed in this section will provide environmental pol-
icy makers and those charged with implementing such 
policies with tools to shape the decision environment 
in ways that may facilitate more environmentally sus-
tainable behavior. In particular, I will show that there 
is utility in knowing that there are (1) multiple ways 
to represent (or frame) choice options that influence 
decisions, (2) multiple goals held by decision makers, 
typically in parallel, that are activated to different de-
grees by contextual features, and (3) multiple qualita-
tively different modes in which people can arrive at a 
decision, with the mode or process often influencing 
the outcome.

multiple Representations: framing and  
mental Accounting

People have been found to represent choice options 
in different ways that, while normatively equivalent, 
nevertheless affect their decisions.

gAin veRsus loss fRAming AnD Risk AnD  
loss AveRsion

Our neural system is set up in ways that makes the 
relative evaluation of outcomes much easier and more 
accurate than absolute evaluation (Weber, 2004). As a 
result, people can be expected to search for implicitly 
or explicitly provided reference points in the environ-
ment by which to judge the value of outcomes (Hsee, 
1996). Shifting the perspectives of decision makers in 
ways that change their subjective evaluations of choice 
options is referred to as framing (Kahneman and 
Tversky, 1984). Often such changes in perspective 
are brought about by moving the decision maker’s 
point of reference. Given what we know from pros-
pect theory about differential risk attitudes for gains 
versus losses and about loss aversion, it is obvious that 
choice selection can be influenced dramatically if the 

up- front costs can be reframed not as losses but rather 
as forgone gains. In a simulation based on realistic 
farm cultivation decisions involving economic and 
physical conditions and crop models, Podesta et al. 
(2008) showed that changes in the reference point by 
which farmers encode farm profits as either gains or 
losses strongly affect what combination of crops turn 
out to be optimal, if farmers are assumed to attempt 
to optimize their returns as evaluated by a prospect- 
theory value function rather than by an expected- 
utility function. Another variable that differs quite 
significantly as a function of the reference point for 
returns (and thus the region of the return distribution 
that is encoded as a loss and subject to loss aversion) 
is the value of information (VOI) of available seasonal 
climate forecasts, which tell farmers probabilistically, 
but with some measure of skill, whether the coming 
growing season is of an El Niño, a La Niña, or a “nor-
mal” type. Whereas the VOI of such climate forecasts 
is on average positive, in the vicinity of 6%– 7% (mean-
ing that farmers’ satisfaction with their returns can be 
expected to improve by this percentage if they use the 
climate forecast in an optimal fashion), for some com-
bination of parameter values (high reference points or 
aspiration levels and large loss aversion), the VOI can 
actually be negative (Letson et al., 2009). These re-
sults suggest more generally that policy makers need 
to better understand decision makers’ utility function 
and reference points in order to evaluate the impact 
of technological innovations and policy interventions.

sociAl compARisons AnD RegRet

The outcomes obtained by others provide a very sa-
lient reference point for relative comparisons. Regret 
theory, which was independently first proposed by 
Bell (1982) and Loomes and Sugden (1982), assumes 
not only that people make such comparisons after the 
fact (feeling somewhat good when they fared better 
than others, and very bad when they fared worse), but 
also that they anticipate these comparisons and incor-
porate them into their original decision of what to do. 
If regret about worse outcomes and rejoicing about 
better outcomes were of equal magnitude, anticipa-
tion of such emotions would cancel each other out. 
The assumption that regret is stronger than rejoicing 
puts regret theory into the class of models that assume 
that people often operate under asymmetric loss func-
tions, where an error in one direction is seen as result-
ing in more severe consequences than an error in the 
opposite direction (Weber, 1994). The experience of 
strong regret following the mental comparison of a 
decision’s unfavorable outcome with better outcomes 
that would have been obtained had a different deci-
sion been made has obvious teaching functions and 
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can improve the quality of decisions. The prominent 
use of available climate- change adaptation technolo-
gies by trusted opinion leaders (e.g., seasonal climate 
forecasts that help adaptation to the greater climate 
variability known to accompany climate change; or 
the use of more drought- resistant seed corn in agri-
culture) can be a way of putting experienced and sub-
sequently anticipated regret about worse outcomes 
to work to help later adopters of such technologies 
modify their practices in a more timely fashion.

Advocacy of the precautionary principle to guide 
action in situations of highly uncertain but poten-
tially very high stakes decisions can be traced back to 
a host of political and otherwise strategic motivations 
(Löfstedt, Fischhoff, and Fischhoff, 2002). Those 
motivations do not exclude, however, an intuitive 
psychological appeal of the principle, based on the 
anticipation of regret that could be extremely large 
(even if experienced only under a low- probability fu-
ture state of the world) if human habitability of planet 
earth were to be compromised by the failure to take 
action because of the desire to not incur manageable 
economic costs.

Decision- mAking unit

Another way in which environmentally relevant de-
cisions could be reframed in ways that might affect 
choices is by changing the focus of such decisions 
from individuals to groups. The decision makers’ de-
fault foci of attention may be on themselves (i.e., on 
their needs, goals, and interests), since human pro-
cessing limitations guide people into the direction 
of minimal effort, and personal needs, goals, and in-
terests are most easily ascertained and most impor-
tant. However, this typical attentional focus can be 
influenced by both the immediate decision environ-
ment and the more chronic surrounding cultural 
environment. Priming of broader social identities 
(e.g., national identity by a country’s flag or other 
cultural icons) have long been used in times of war 
or other conflict to induce people to incur personal 
sacrifices for the sake of larger collectives and future 
times. Milch et al. (2009) showed that something as 
simple as the decision- making unit can focus attention 
on different goals and motivations. When groups of 
three people considered a delay- of- gratification deci-
sion (that affected them individually, as well as the 
group as a whole) for the first time collectively, they 
showed much greater patience and spent less time dis-
counting than individuals either alone or in a group 
who had first considered the decision individually.

The “we” in a broader frame does not even need 
to be interpreted as “I and others.” It can also refer to 
“my current self and my future self.” Thus Bartels and 

Rips (2010) showed that individual differences in the 
perceived closeness to future selves had implications 
for how much people were willing to sacrifice current 
consumption for future consumption. When people 
make choices for their future selves, those choices 
tend to be affected more by rational, and less by affec-
tive, considerations and tend to resemble the choices 
they would make for other people (Pronin et al., 
2008). In an extension, Wade- Benzoni (2009) found 
that people’s perceived distance to future generations 
was inversely related to their generosity toward those 
generations.

Social psychological research has shown that group 
identity that turns the decision maker and actor from 
an “I” to a “we” can be induced by very minimal ma-
nipulations (Brewer, 1979). In any given decision, 
such changes in focus from individual identity and in-
dividual goals to group identity and group goals will 
be transient. However, as with any repeated execution 
of a process or behavior, initially transient and effortful 
processes become more chronic and automatic over 
time (Schneider and Chein, 2003). Cultures that em-
phasize the importance of affiliation and social goals 
over autonomy and individual goals have been shown 
to influence the way in which decisions under risk and 
uncertainty get made (Weber and Hsee, 1998), and 
different cultural emphases on individualism vs. col-
lectivism are reflected in cultural products that shape 
chronic attention, from children’s books, to proverbs 
and novels (Weber, Ames, and Blais, 2004; Weber and 
Hsee, 1998) and in cultural institutions and other af-
fordances (Weber and Morris, 2010).

mentAl Accounting

Mental accounting, or people’s tendency to post fi-
nancial and other income and expenses to separate ac-
counts with different rules (Thaler, 1980), has often 
been depicted as a somewhat irrational adaptation 
to finite mental capacity and to self- control issues 
(Heath and Soll, 1996). However, the principle of 
psychological judo can be applied to this behavioral 
regularity as well, and somewhat dysfunctional behav-
ior can be used at times as a tool that helps decision 
makers achieve their own best long- term interests. 
Just as new life events and attendant new goals result 
in the setting up of physical accounts (e.g., a savings 
account to pay for future college expenses of a new 
baby), goals can be made more salient to decision 
makers by helping them set up mental accounts for 
those goals. Concrete and vivid concepts like a per-
son’s carbon footprint, which can be measured using 
simple web tools (e.g., http://www.carbonfootprint 
.com/calculator.aspx), have played an important role 
in raising awareness among members of the general 
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public (in the Western world, at least) about their 
personal impact on local and global carbon dioxide 
levels. Whereas much remains to be done to make ex-
isting personal carbon-footprint calculators consistent 
and transparent (Padgett et al., 2007), these physi-
cal accounts facilitate the establishment of a mental 
account and, more importantly, provide a metric on 
which personal progress can be tracked. Setting up 
such accounts is especially effective if paired with 
actionable suggestions about how carbon dioxide 
emissions can be reduced with no financial penalties 
(Granade et al., 2009). Websites or personal consul-
tants (e.g., http://www.carbon-partner.com/) who 
provide calculation aids to determine one’s carbon 
footprint help individuals overcome attentional and 
information-processing limitations. Organizations 
that provide low-transaction-cost, web-based ways of 
offsetting carbon dioxide producing activities are an 
easy way for individuals to alleviate the guilt produced 
by an affective processing of the situation or to put 
their carbon dioxide account back into the black if 
the situation is processed analytically, though some 
have recently questioned whether these solutions are 
too “easy” (Wish, 2008) and may actually result in 
increased CO2 emissions, likening such offsets to 
modern indulgences.

multiplicity and flexibility of goals

People’s behavior is motivated by a broad range of 
goals, from individual goals of self- preservation and 
procreation; to more social goals, such as feeling con-
nected; to meta- cognitive goals, such as feeling con-
fident or in control. Various taxonomies of human 
needs— in sociology (Weber, 1921/1984), philoso-
phy (Habermas, 1972), and psychology (Hilgard, 
1987)— suggest that human needs are far broader 
than the maximization of personal material survival 
or genetic propagation. While material needs and in-
strumental goals (the human needs acknowledged for 
rational- economic man) are important, other classes 
of needs also play important roles. Social needs, for 
example, include both affiliation (wanting to belong) 
and individuation (asserting one’s autonomy and 
uniqueness). Tyler (this volume) also emphasizes the 
fact that social motivation matters.

In any given situation, people have a multiplicity of 
goals. Choice options may be evaluated on their abil-
ity to satisfy the largest number of active goals, and 
new choice options may be generated if existing ones 
do not allow the decision maker to reach all of the 
important goals (Krantz and Kunreuther, 2007). To 
the extent that different goals in many situations are 
contradictory (e.g., wanting to consume and to con-
serve), decisions typically require a trade- off between 

the extent to which one or the other goal can be satis-
fied, even though people dislike this realization and 
have evolved ways of making decisions that minimize 
conscious tradeoffs (Payne, Bettman, and Johnson, 
1993).

Specific human needs or goals can be temporarily 
activated by the nature of the choice set (Krantz and 
Kunreuther, 2007), primes in the external environ-
ment (North, Hargreaves, and McKendrick, 1997), 
or by a preceding task that implies the goal in ques-
tion (e.g., a communal writing task, where a group 
of students compose a joint letter to the dean; Arora 
et al., 2009). North, Hargreaves, and McKendrick 
(1997) found that German wines were purchased 73% 
of the time when German (rather than French) back-
ground music was playing in the store, and French 
wines 77% of the time when French music was play-
ing, even though customers were not aware of any 
effect on their purchase behavior. Arora et al. (2009) 
reported that cooperation in a social dilemma game 
went up from 43% to 75% when the preceding task 
required cooperation, relative to a control where in-
dividual students each previously had to act on their 
own.

multiple modes of making Decisions

In the section “Behaviors of Concern,” several pieces 
of evidence suggested that environmentally relevant 
decisions (e.g., choices in common- pool resource di-
lemmas) are seriously handicapped if people consider 
them in an analytic or calculation- based way, either 
with the unbounded rationality of selfish individual 
utility maximization or in a boundedly rational fash-
ion (Marx and Weber, 2011). Fortunately, people are 
not restricted to making such decisions in an analytic 
way that compares costs and benefits and weighs out-
comes and their probabilities. Calculation- based deci-
sion making may not even be the mode most promi-
nently used by most people most of the time to make  
these and other decisions (Weber, Ames, and Blais, 
2004). In this section, we further describe calculation- 
based, as well as other modes, of making decisions.

Weber and Lindemann (2007) distinguished 
between three classes of decision modes, namely 
calculation- based, affect- based, and recognition- 
based, which are referred to colloquially as decisions 
made by the head, by the heart, and by the book. 
These three classes of decision modes encode and 
utilize different situational inputs and apply different 
psychological processes. Calculation- based decisions 
involve analytical thought. Affect- based decisions 
are based on immediate, holistic, affective reactions 
(Damasio, 2000) and include impulse shopping (i.e., 
approach behavior that is driven by positive affect 



390   •   impRoving Decisions

toward the object of purchase) and decision avoid-
ance (i.e., avoidance behavior that is driven by nega-
tive affect toward situations that offer no positive 
choice options or are too complex).

In recognition- based decision making, the deci-
sion maker recognizes a decision situation as a mem-
ber of a class for which a satisfactory action is known 
(Simon, 1990). Recognition- based decisions come in 
different variants. In case- based decisions, the deci-
sion maker is typically an expert with a memory store 
full of specific situations in her domain of expertise, 
with the most appropriate action stored for each one. 
These mental representations can be thought of as 
“if- then” productions, where the if element is a set 
of conditions that must be met in order to trigger the 
resultant action represented by the then part of the 
production. The expert decision maker is able to un-
consciously apply these production rules, which have 
been developed through repeated experience, as has 
been suggested by research on experts such as fire-
fighters and jet pilots (Klein, 1999).

Rule- based decisions are another type of 
recognition- based decisions. These rules may be laws 
(“if you are driving and come to a red light, then you 
must stop”) or other types of regulations (parental 
rules, self- imposed admonishments, societal norms, 
or company rules) (Prelec and Herrnstein, 1991). In 
role- based decisions, the decision context elicits a rule 
of conduct that derives from one of the social roles of 
the decision maker (March and Heath, 1994). Roles 
can include positions of responsibility within society 
(the role of parent), group memberships (the role of 
being a Christian), and self- defining characteristics 
(the role of being honest). Each of these roles has 
associated obligations that are recalled and executed 
when a triggering situation is encountered.

Implicit rules and role- related obligations are often 
acquired through observational learning and imita-
tion. Sociologists and psychologists (from Ellwood 
[1901] to Sloate and Voyat [2005]) have long argued 
that modern notions of the autonomous self have 
falsely emphasized the role of individual decisions 
on human behavior over that of social influences. 
Copying the observed behavior of others is a wide-
spread phenomenon of which the imitator is typically 
unaware and plays a large role in human development 
(Meltzoff and Moore, 1999).

Conditioned responses and habits acquired with-
out conscious awareness probably determine a large 
amount of behavior. Unconscious processing occurs at 
the encoding stage of learning, where much informa-
tion is stored for future use without our explicit inten-
tion (Reber, 1996), and at the retrieval stage, where 
primes in the external or internal environment can 
increase the accessibility of a subset of information, 

goals, or intentions, thus influencing observed be-
havior (Weber and Johnson, 2006). For example, the 
dimension of comfort versus price could be primed 
by exposing internet shoppers who were looking for 
sofas to either feathery clouds or $ symbols, respec-
tively, in the background wallpaper of the initial web 
store page. Shoppers bought sofas that scored higher 
on the primed dimension (Mandel and Johnson, 
2002). Emotional reactions above or below our level 
of awareness also often mediate learning by leading to 
approach and avoidance responses (Damasio, 1994; 
Loewenstein et al., 2001). While conscious learning 
or problem solving typically requires that the individ-
ual perceives there to be a problem, learning or adap-
tation without awareness has the advantage that it can 
happen without a conscious diagnosis that something 
is wrong and requires action.

Different decision modes can be executed in paral-
lel and differ in their time course, with the more au-
tomatic ones turning in their verdict earlier, while the 
more conscious and effortful ones require more time 
to completion. People report using between two or 
three modes for any given decision (Krosch, Figner, 
and Weber, 2009; Weber and Lindemann, 2007). 
When the choice option selected by different deci-
sion modes is the same, cross- modal consensus on the 
best action contributes to decision confidence. When 
the indicated best choice option differs between de-
cision modes, the relative weight given to the out-
put of the different modes will determine which one 
gets selected, and decision confidence will be low(er) 
(Weber et al., 2000).

Engel and Weber (2007) discuss how the human 
information- processing system might implicitly de-
cide which mode of decision making to apply in a 
given situation, or to which decision mode to give 
the deciding weight in situations of choice conflict. 
High- level goals or motives with high activation lev-
els in a particular cultural context have been shown  
to influence the choice of decision modes. When 
cultures differentially emphasize the importance and 
desirability of such goals as autonomy versus social 
connectedness, for example, different decision modes 
become more prevalent, because different modes 
are differentially suited to satisfy those goals. Thus 
Weber, Ames, and Blais (2004) found that charac-
ters in Chinese twentieth- century novels, who oper-
ated in a collectivist culture emphasizing affiliation, 
were more likely to make role- based decisions and 
less likely to make affect- based decisions than char-
acters in American twentieth- century novels, who 
operated in an individualist culture with its emphasis 
on autonomy. Western, consumption-  and economic- 
growth oriented societies and their formal and infor-
mal institutions (including education, advertising, 
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entertainment, and the media) may be priming values 
and goals that are incompatible with more environ-
mentally sustainable behavior. Their conceptualiza-
tion of progress through competition, both against 
other economic or political players and/or against 
oneself over time, may stack the cards against the 
resource conservation and cooperation needed to 
overcome common- pool resource dilemmas, unless 
such competition can be redirected toward (friendly) 
competition to achieve carbon dioxide mitigation and 
other sustainability goals.

This previous discussion suggests that policy in-
terventions should be designed to prime social roles 
that will induce people to use rule- based processes to 
determine their environmentally relevant behavior, 
which may necessitate changes in the dominant cul-
ture and its primes in Western countries.

Discussion

The goal of environmental policy is to change behav-
ior of companies, governing boards and committees, 
and members of the general public in the direction 
of more sustainable, long- term, and socially and envi-
ronmentally responsible actions. Conventional policy 
interventions do so either by command and control 
or by changing incentives, applying both carrots to 
encourage desirable behavior and sticks to discourage 
undesirable actions. This chapter has argued that this 
understanding of policy intervention options is too 
narrow in at least two ways. First, conventional policy 
interventions are not using the full range of goals that 
motivate behavior and changes in behavior. Second, 
conventional policy interventions do not utilize the 
full range of processes that people use to decide on a 
course of action. The tools described in the previous 
section (multiple and flexible goals, representations, 
and decision modes) suggest that there might be 
cheaper and more effective ways of achieving environ-
mental goals than taxes and regulations. Evidence that 
neither the public nor markets are fully responsive to 
material incentives comes from the fact, already men-
tioned earlier, that many existing energy- efficiency in-
creasing technological innovations (e.g., CFL or LED 
lighting, space heating and cooling technology) are 
nowhere near fully utilized. This is despite the fact 
that changing to such technologies constitutes net 
present- value savings, that is, the initial expenditures 
to switch are more than fully compensated by subse-
quent energy- cost savings over the lifetime of the de-
vices. Why do consumers resist change even for such 
“low- hanging fruit” that provide net energy- cost sav-
ings, without any compromises in lifestyle and with 
positive social and environmental effects, let alone 

changes in environmentally relevant behavior that are 
perceived as requiring upfront sacrifices in quality of 
life? Are there ways in which policy makers can re-
frame such choices in ways that decision makers will 
act in individually, socially, and environmentally more 
beneficial ways willingly?

If people were rational- economic decision makers, 
the answer to this question would be the provision of 
better information about the possible risks of status- 
quo behavior to themselves or their children or grand-
children and about the benefits of changes in behavior. 
One obstacle to the success of rational calculation- 
based approaches in bringing about environmentally 
responsible, that is, sustainable- growth- promoting, 
behavior, even if people were Bayesian updaters and 
utility maximizers, is the fact that most of the costs and 
benefits of different behavioral options lie well into the 
future, with the result that the relative expected utility 
of different options depends critically and almost ex-
clusively on one factor, namely the rate at which peo-
ple discount future outcomes (Weitzman, 2007). This 
effectively turns calculation- based decision making in 
this domain into a philosophical or ethical question 
about the “correct” discount rate to use.

A large and growing literature on behavioral, 
and in particular psychological, issues in discounting 
(Loewenstein and Elster, 1992; Weber et al., 2007) 
has equal, and perhaps more important, implications 
for policy design. While there is some evidence to 
suggest that people discount outcomes in different 
domains differently (e.g., are even more impatient 
for immediate positive health outcomes than they are 
for immediate financial outcomes [Chapman, 1996]), 
environmental and financial outcomes seem to be 
discounted at very similar rates (Hardisty and Weber, 
2009). In addition, domain differences in discounting 
are much smaller than differences in the discounting 
of future outcomes when they are being framed as  
either gains or losses, with much less discounting of 
future losses (Hardisty and Weber, 2009). These and 
other behavioral results suggest that there are differ-
ent psychological, economic, and ethical reasons for 
discounting, which need to be better understood and 
disentangled (Hardisty et al., 2010), because they 
have different implications for policy design.

If not absence of information in the face of optimal 
or even biased cost- benefit calculations, what other 
reasons contribute to people’s reluctance to change 
their behavior in environmental, as well as in other, 
contexts? This chapter points to automatic processes 
and behavior as contributing causes of people’s ap-
parent status quo bias. This suggests that people 
need to be jolted into changing any thoughtless 
resource- consuming habits, perhaps by scaring them, 
in the way movies like The Day after Tomorrow or 
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An Inconvenient Truth have been trying to do for cli-
mate change mitigation. Unfortunately, as described  
in the first part, people do not appear to be easily or 
lastingly scared by chronic environmental risks, and 
appeals to fear have important drawbacks in general.

The second part of this chapter provided some 
more positive suggestions about how to attract peo-
ple’s attention to environmental risks, that is, how to 
generate the ex ante concern that these risks seem to 
warrant ex post. The concretization of future events 
and movement of them closer in time and space seem 
to hold promise as interventions that will raise visceral 
concern (Marx et al., 2007). For example, simulations 
that provide visual evidence of the projected 10– 30 
year effects of plausible sea- level rises in people’s fa-
vorite summer vacation location or of the disappear-
ance of snow covers in their favorite ski resort may 
well raise visceral concern. Such interventions would 
need to be conducted with full awareness about unin-
tended side effects (like reductions in concern about 
other important risks) and in ways designed to help 
people overcome cognitive and affective capacity limi-
tations (e.g., the single- action bias).

Query theory (Johnson, Häubl, and Keinan, 2007; 
Weber et al., 2007) suggests that guided protocols by 
which decision makers consider arguments for con-
servation and climate change mitigation before they 
are allowed to consider arguments for staying with the 
status quo will help to improve the balance of support 
between the desire for immediate gratification and the 
goal of longer- term environmental preservation or 
sustainability toward the latter. Finally, better educa-
tion in (environmental) science and statistics can cre-
ate the familiarity with the scientific presentation of 
information that will reduce people’s aversion to be-
havior options with uncertain consequences and may 
create citizens who give greater weight to the less- 
distorted output of their analytic processing system, 
moving the risk perception of the general public and 
its officials closer to that of environmental scientists.

Rule- based decision making, where choice follows 
from consciously or more automatically triggered 
norms of conduct, also seems to offer considerable 
advantages. Evangelical churches and other Christian 
denominations in the United States have recently 
started to reframe the debate about economic de-
velopment versus environmental conservation from 
one about material costs and benefits to one of moral 
responsibilities and obligations (see Robinson and 
Chatraw, 2006). When a message about the moral 
imperative to preserve our planet with its natural 
resources for future generations (“stewardship of 
the earth”) comes from credible sources (e.g., the 
National Council of Churches in the United States), 
decisions about consumption or conservation of re-
sources will less likely be made by personal and myopic 

cost- benefit calculations and more likely by role-  and 
rule- based decision processes that are less susceptible 
to impatience and excessive discounting of future 
consequences. There probably is considerable cultural 
universality in the effectiveness of such reframing of 
consumption decisions from a calculation of costs and 
benefits to one of responsibilities and obligations. 
What can be expected to differ across countries or 
cultures is the most effective organization to issue or 
endorse the norms of responsible consumption and 
stewardship. While evangelical or Christian churches 
may be a natural source of such rules of behavior in 
the United States, in more secular countries this role 
could fall to political organizations (e.g., green parties 
in Europe). In general, institutions with a long time 
horizon and a nongeographic and nonnationalistic 
focus that possess the trust of the general population 
would seem to be ideal issuers and disseminators of a 
philosophy and ethic of resource stewardship, pres-
ervation, and responsible and mindful consumption.

Even with the best intentions (e.g., about respon-
sible stewardship of the earth), the devil is in the de-
tails. Goals and attitudes do not always translate into 
intended action (Gollwitzer, 1999). Attention to 
one’s goals waxes and wanes with the activation levels 
of these goals, and many consumption behaviors have 
become partially or fully automatic, that is, they hap-
pen without much conscious thought. Overcoming 
these habitual behaviors may require explicit coach-
ing followed by constant reminders and frequent 
feedback. Such active interventions are effortful, both 
for the mentor and the mentee. With humans’ finite 
attention and processing capacity, more passive ap-
proaches toward keeping attention on the relevant 
goals and on instantiating the desired behaviors have 
much to commend themselves.

Measuring the costs of thoughtless consumption 
behavior by prominently displayed meters that pro-
vide constant feedback could be one way to draw and 
keep people’s attention on the goals of saving and 
conservation. The arrival of smart- grid technology 
will enable careful experimentation with the best way 
of putting metering and feedback devices into action 
without overstretching people’s processing capac-
ity or losing their attention over extended periods of 
time. Immediate and prominent feedback (e.g., on-
line fuel- efficiency calculation for a car, in a promi-
nent dashboard display) can turn conservation into a 
video game where players can improve on their own 
previous record and can also engage in friendly com-
petitions against other players on websites where their 
accomplishments can be listed.

Socially desirable goals can be kept active, either 
chronically or at strategic moments of important deci-
sions, by designing decision environments that expose 
people to reminders of these goals or by designing 
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social environments that prime these goals and thus 
keep them active (Weber and Morris, 2010). The 
fact that the economic development of countries or 
regions is related to the degree of civic engagement 
of its population (Putnam, 1995), for example, can 
be explained by the greater chronic accessibility of 
economic- development- enhancing goals (which are 
related to social capital) as the result of recreational 
activities that require and foster these goals.

Another promising avenue toward encouraging 
environmentally responsible behavior in a low- effort 
and low- awareness way is the use of social influence, 
observational learning, and imitation. People are in-
fluenced by the behavior of others even in such seem-
ingly rational settings as financial markets, and social 
influence seems to be particularly prevalent in situa-
tions with ambiguity about the best way to proceed 
(Schoenberg, 2007). Imitation can lead to behav-
ioral change without any need for the realization that 
change is in order. At levels beyond the individual, 
demonstration projects conducted by visible groups 
or companies can serve a similar function, not only by 
showing the feasibility of a particular new technology 
or institution but also by triggering imitation on the 
part of other players.

A final promising tool is the judicious use of de-
cision defaults (see Johnson and Goldstein, this vol-
ume). Most decisions have explicit defaults (e.g., 
nonresponse to a letter from a utility company will 
result in continuation of the electricity being provided 
from nonrenewable sources) even when these are not 
clearly spelled out. Only very rarely do we encoun-
ter situations where an active decision must be made. 
Given that defaults are unavoidable and do not dimin-
ish people’s ability to choose the option they truly 
prefer if they are willing and able to process all avail-
able information to make an informed calculation- 
based decision, behavioral economists like Benartzi 
and Thaler (2004, this volume) argued, in the context 
of supplementary pension- savings decisions, that de-
cision defaults should be set to the choice option that 
maximizes people’s own long- term utility rather than 
to an option that the decision maker will later regret 
taking. Setting judicious decision defaults will ensure 
that people are not hurt by decision avoidance that 
might be triggered by informational overload and lack 
of interest (Goldstein et al., 2008). A similar argu-
ment has been made for decisions that impact other 
individuals and society at large, for example, organ 
donation. Johnson and Goldstein (2003) showed 
that differences in the decision default (from “opting 
in,” that is, not being a donor unless one decides to 
be one to “opting out,” that is, being a donor unless 
one decides not to) in European countries led to stun-
ning differences in stated willingness to donate as well 
as in actual organ transplantations, with effects that 

far exceeded any other interventions, including very 
expensive information campaigns. Such observations 
have implications for environmentally relevant do-
mains such as building codes, where energy- efficient 
and environment- friendly choice options should and 
could appear as decision defaults, thus greatly increas-
ing their uptake (Dinner et al., 2009).

Query theory (Johnson et al., 2007; Weber et al.,  
2007) correctly predicts people’s failures of hedonic 
forecasting in the case of changes in status quo. 
Changes to options other than the status quo are 
often resisted because people tend first to generate ar-
guments for the status quo options, and subsequent 
queries that explore arguments for other choices are 
disadvantaged because of output interference. What 
people fail to realize is the fact that this process also 
kicks in after a default has been changed, often against 
their better judgment, so that their future evaluations 
of the new default tend to be far more positive ex post 
than they were ex ante. One such example is the smok-
ing ban in bars imposed in New York City by Mayor 
Bloomberg in 2006 against much ex ante industry and 
public opposition, which was evaluated quite positively 
ex post by a large majority of New Yorkers a year or  
two later.3 Query theory and such examples suggest 
that policy makers may sometimes be well advised to 
shape and lead public opinion rather than follow it.

Failing these various efforts to help individu-
als overcome their egocentric and present- focused 
myopia and lack of hardwired affective early- warning 
responses to environmental concerns that typically 
require present actions to prevent future problems, 
many environmental problems can be expected to in-
crease in both the severity and detectability of nega-
tive consequences. While mounting personal and local 
evidence of such phenomena as climate change and its 
potentially devastating consequences can be counted 
on to be an extremely effective teacher and motivator 
in future years, these lessons may unfortunately arrive 
too late for corrective action.

Notes

Preparation of this chapter was facilitated by a residential 
fellowship at the Russell Sage Foundation in 2007/08 and 
by two grants from the National Science Foundation (SES- 
0345840 and SES- 0720452) and a grant by the National 
Oceanographic and Atmospheric Administration.

1. This sort of updating and learning is adaptive in dy-
namic environments, where circumstances might change 
with the seasons or according to some other cycles or trends.

2. An additional reason that rare events get under-
weighted is that with small samples, they often are not ex-
perienced at all and hence do not enter into the decision at 
all. The underweighting of small- probability events does not 
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depend on just these cases, however, but follows from the 
iterative updating rule, where the most recent event gets a 
high weight and the weight of previous events decays fairly 
rapidly. Rare events get underweighted on average, because 
they have a small(er) probability of occurring as the most 
recent event than more likely events.

3. I thank Eric Johnson for this example.
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Chapter 23

Overcoming Decision Biases 
to Reduce Losses from Natural 
Catastrophes
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erwann MicHel- Kerjan

In May 2008 a storm surge triggered by Cyclone Nar-
gis swept through low- lying coastal areas of Myan-
mar without warning, killing an estimated 138,000 
residents (Fritz et al., 2009). As staggering as this loss 
of life was, it was dwarfed by the estimated 230,000 
who had died four years earlier in eleven countries in 
Southeast Asia from a major earthquake and accom-
panying tsunami (http://www.tsunami2004.net). 
Even wealthy countries that have the resources to in-
vest in risk-reducing (i.e., mitigation) measures and 
warning systems have recently witnessed significant 
losses from natural hazards, such as the $150 billion 
in total economic damages and 1,300 deaths caused 
by Hurricane Katrina in Louisiana and Mississippi in 
2005 (Knabb et al., 2006). Perhaps most disturb-
ing, if these events taught lessons about the potency 
of natural hazards, they were not widely absorbed 
by those at risk. Just three years after Katrina, many 
residents of the Bolivar Peninsula in Texas refused to 
heed urgent evacuation warnings as Hurricane Ike ap-
proached, a reluctance that led to the deaths of over 
100 and forced a major airlift of survivors after the 
storm (Berg, 2009).

While these events provide perhaps the most vivid 
examples of recent disasters, they are but part of a 
trend of escalating losses from natural hazards that 
has been observed over the past twenty years. If one 
considers the twenty- five most costly insured catas-
trophes anywhere in the world between 1970 and 
2008, all of them occurred after 1987. (Kunreuther 
and Michel- Kerjan, 2009). Furthermore, two- thirds 
of them occurred since 2001. This series of unprec-
edented catastrophes raises questions: Why is this 
happening? Will the coming years be even worse? If 

so, how are individuals— residents and policy makers 
alike— likely to behave in this new environment? And, 
finally, what might be done to reduce future losses?

The goal of this chapter is to explore these ques-
tions. Our central thesis is that escalating losses from 
natural hazards are the result of a dynamic interplay 
between two central forces: one economic, the other 
behavioral. The economic drivers of catastrophic losses  
are the increasing amounts of material and numbers 
of human assets that have been placed in harm’s 
way without adequate compensating investments in 
mitigation— most notably in coastal areas adjacent 
to the world’s oceans. These location decisions, in 
turn, arise from a tendency among residents and pol-
icy makers to underattend to low- probability, high- 
consequence risks. While decision makers are quick 
to see the potential short- term gains that can be ob-
tained from investing in development in such areas, 
they display less skill at comprehending the long- term 
risks of such development or of seeing the benefits of 
long- term investments in protection. Moreover, the 
rarity of natural disasters in a given location provides 
few opportunities to correct such mistaken beliefs— 
until, of course, catastrophes occur. The result is an 
accelerating spiral of risk taking, in which the rate of 
economic development in high- risk areas increasingly 
outpaces technological gains in how to protect those 
assets, as well as the willingness of residents and policy 
makers to invest in these technologies.

We divide our discussion of the basis— and possible 
solutions— to the catastrophic risk problem into three 
phases. We will first set the stage by reviewing evi-
dence for the most immediate driver of catastrophes, 
the increasing global mismatch that exists between 
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assets at risk and investments in risk- reducing mea-
sures. We will then explore the underlying behavioral 
drivers of this mismatch, noting that failures to invest 
in mitigation are often due to fundamental biases in 
how we make decisions under uncertainty and plan 
for the future— biases that can have disastrous con-
sequences when applied to problems involving infre-
quent natural hazards. We conclude with a discussion 
of how knowledge of these human tendencies might 
suggest decision architectures that could help indi-
viduals and societies better manage the risk of future 
catastrophic losses. We focus on the specific example 
of how myopia biases can be overcome by offering 
residents and businesses long- term insurance policies 
coupled with long- term home- improvement loans to 
induce individuals to invest in cost- effective mitiga-
tion measures. We show that this proposal, coupled 
with well- enforced building codes, significantly im-
proves both individual and social welfare.

The Investment- Mitigation Gap

For evidence of why losses from natural disasters have 
increased so rapidly in recent years one needs to look 
no further than the state of Florida. The 1,200 miles  
of coastline that make it an attractive destination for 
tourists and retirees also make it vulnerable to impacts 
by hurricanes from the Atlantic, Gulf of Mexico, and 
Caribbean. While the omnipresent threat of such 
hurricanes has long been a part of life in the state,  
its economic impact was historically limited by the 
sparseness of the population. As late as 1950 the state 
was only the twentieth largest in the United States, 
with a population of 2.8 million. But the years since 
then have witnessed a migration boom, with the state 
now being the country’s fourth largest, with a popula-
tion of over 19 million in 2011 (a 600% increase since 
1950). The consequence is clear: storms that were  
previously sources of inconvenience are now poten-
tial sources of catastrophe. It has been conjectured, 
for example, that if the same strong hurricane that 
hit Miami in 1926 were to hit the same area today, 
it would induce economic losses that would dwarf  
those the country recently saw from Hurricane Katrina  
(Pielke et. al., 2008). But this increased exposure is 
hardly unique to Florida. As of December 2007, Flor-
ida and New York each had nearly $2.5 trillion of in-
sured value located directly on the coast. The coastal 
insured value for the top ten states combined (ranked 
by that variable) accounts for more than $8.3 trillion 
(Kunreuther and Michel- Kerjan, 2009). Such huge 
concentrations of insured value in highly exposed 
areas almost guarantees that any major storm that hits 

these regions will inflict billions, if not hundreds of 
billions, of dollars of economic losses, unless the resi-
dential construction and infrastructures are properly 
protected by effective mitigation measures.

How well protected are properties in hazard- prone 
areas? The empirical evidence is disturbing. A 1974 
survey of more than a thousand California homeown-
ers in earthquake- prone areas, for example, revealed 
that only 12% of the respondents had adopted any 
protective measures (Kunreuther et al., 1978). Fif-
teen years later, there was little change despite the in-
creased public awareness of the earthquake hazard. In 
a 1989 survey of 3,500 homeowners in four California 
counties at risk from earthquakes, only 5%– 9% of the 
respondents in these areas reported adopting any loss- 
reduction measures (Palm et al., 1990). Burby et al.  
(1988) and Laska (1991) have found a similar reluc-
tance by residents in flood- prone areas to invest in 
mitigation measures.

Likewise, even after hurricanes caused extensive 
damage to large parts of the U.S. Atlantic and Gulf 
coastlines during the 2004 and 2005 hurricane sea-
sons, a large number of residents had still not invested 
in relatively inexpensive loss- reduction measures with 
respect to their property, nor had they undertaken 
emergency preparedness measures. A survey of 1,100 
adults living along the Atlantic and Gulf Coasts un-
dertaken in May 2006 revealed that 83% of the re-
sponders had taken no steps to fortify their homes, 
68% had no hurricane survival kit, and 60% had no 
family disaster plan (Goodnough, 2006).

The lack of interest in mitigation measures, even 
after the most devastating hurricane in the history of 
the country, is very much puzzling because we know 
that risk- reduction measures are effective. An analysis 
of the reduction in damage from future hurricanes in 
four states (Florida, New York, South Carolina, and 
Texas) if current building codes were to be applied to 
all residential property in harm’s way is revealing. The 
reductions range from 61% in Florida for a 100- year 
return- period loss to 31% in New York for a 500- year 
return- period loss. In Florida alone, mitigation would 
reduce losses by $51 billion for a 100- year event and 
$83 billion for a 500- year event (Kunreuther and 
Michel- Kerjan, 2009).

What makes matters worse is that this failure to 
prepare for future disasters has consequences that 
go beyond the losses suffered by the owners of un-
protected structures. When homeowners, private 
businesses, and the public sector do not adopt cost- 
effective loss- reduction measures, large sections of 
coastline are left highly vulnerable to catastrophic 
losses that can have significant economic spillover ef-
fects. These broader losses, in turn, often lead public 
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sector agencies to provide disaster relief to victims and 
subsidies to the affected victims even if the govern-
ment claimed it had no intention of doing so prior to 
the event. This combination of underinvestment in 
protection coupled with the general taxpayer financ-
ing losses after the fact has been termed the natural 
disaster syndrome (Kunreuther, 1996).

Why We Underprepare: The Psychology of 
Hazard Prevention

Why do individuals and communities seem so reluc-
tant to invest in mitigation when the long- term ben-
efits are significant? To explore this issue it is useful to 
begin by reviewing how mitigation decisions should 
ideally be made by a homeowner who makes choices 
by maximizing expected utility. With this as a bench-
mark, we will then explore how different psychologi-
cal tendencies and simplified decision rules foster de-
cisions that depart from economic rationality; we will 
call those decision biases.

Consider the Lowlands, a hypothetical family 
whose New Orleans home was destroyed by Hur-
ricane Katrina. They have decided to rebuild their 
property in the same location but are unsure whether 
they want to invest in a flood- reduction measure 
(e.g., by elevating their home, sealing the foundation 
of the structure, and waterproofing the walls).1 If the 
flood- proofing measure costs $20,000, should they 
make the investment?

On the surface, the problem would seem a natu-
ral candidate for utilizing expected utility theory. The 
Lowlands could simplify their decision rule by deter-
mining where they should invest in mitigation if they 
were neutral with respect to risk. If the long- term 
expected benefits of protection, discounted appro-
priately to reflect the time value of money, exceeded 
the up- front costs of the measure, then they should 
undertake this action. The expected utility model im-
plies that the Lowlands would be even more inter-
ested in investing in mitigation if they were averse to 
the risk of large losses from future disasters.

If the family were to attempt such an analysis, 
they would quickly realize that they lack most of the 
critical information needed to make the relevant com-
parison of costs and benefits. For example, the future 
economic benefit of mitigation conditional on a flood 
is highly uncertain. It depends not only on the quality 
of implementation (which is unobservable) but also 
on future social and economic factors over which the 
Lowlands have little control, such as whether neigh-
bors make similar investments that are likely to impact 
the value of their property, or whether federal disas-
ter relief will be made available following a disaster. 

The decision is further complicated by the timing of 
the choice; the optimal mitigation policy might be to 
postpone the investment until the above ambiguities 
are resolved.

In the absence of analytic guidance, how will the 
Lowlands make the decision? Central to this chapter 
is the hypothesis that individuals often utilize infor-
mal heuristics that have proven useful for guiding 
day- to- day decisions in more familiar contexts but 
that are likely to be unsuccessful when applied to the 
kind of low- probability, high- stakes decisions they 
are now facing in a catastrophic environment. In the 
subsections below, we will review the range of infor-
mal mechanisms that are used to make mitigation 
decisions and discuss how those mechanisms might 
explain the widespread lack of investment illustrated 
above.

Budgeting heuristics

The simplest explanation as to why individuals fail to 
mitigate in the face of transparent risks is affordability. 
If the Lowland family focuses on the up- front cost 
of flood- proofing their house and they have limited 
disposable income after purchasing necessities, there 
would be little point in undertaking a comparison 
of expected benefits and costs regardless of its rec-
ommendation. Residents in hazard- prone areas have 
used this argument explicitly as to why they have lim-
ited interest in buying insurance voluntarily. In focus- 
group interviews to determine the factors influencing 
decisions about whether to buy flood or earthquake 
coverage, one uninsured worker responded to the 
question, How does one decide how much to pay for 
insurance? by responding as follows:

A blue- collar worker doesn’t just run up there 
with $200 [the insurance premium] and buy a 
policy. The world knows that 90 percent of us 
live from payday to payday. . . . He can’t come 
up with that much cash all of a sudden and turn 
around and meet all his other obligations.” (Kun-
reuther et al., 1978, p. 113)

A similar argument is likely to be made by individ-
uals when it comes to investing in protective measures 
such as elevating one’s house. In fact, such a budget 
constraint may extend to higher- income individuals 
if they set up separate mental accounts for different 
expenditures (Thaler, 1999). Under such a heuris-
tic, a homeowner who is uncertain about the cost- 
effectiveness of mitigation might simply compare the 
price of the measure to what is typically paid for com-
parable home improvements. Hence, the $20,000 
investment may be seen as affordable by those who 
frame it as a large improvement similar to installing a 
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new roof, but as unaffordable to those who frame it as 
a repair similar to fixing a leaky faucet.

Making mitigation decisions in this manner does 
not conform to the guidelines implied by expected 
utility theory or cost- benefit analysis, but there is evi-
dence from controlled laboratory experiments that it 
may not be uncommon. For example, in a study in 
which individuals were asked why they were willing 
to pay only a fixed amount for a dead- bolt lock when 
the lease for the apartment was extended from one to 
five years, one respondent said, “$20 is all the dollars 
I have in the short- run to spend on a lock. If I had 
more, I would spend more— maybe up to $50” (Kun-
reuther, Onculer, and Slovic, 1998, p. 284). Similarly, 
we suspect that some residents in coastal zones are 
discouraged from buying and installing storm shut-
ters because the cost exceeds that of the window it-
self— a logical benchmark expenditure.

Biases in temporal planning

While individuals’ decisions about mitigation are un-
doubtedly constrained by considerations of afford-
ability, trade- offs between costs and benefits invari-
ably arise at some level. Are people skilled at making 
these comparisons? The empirical evidence on how 
individuals make intertemporal judgments is not en-
couraging. Although decisions often follow the direc-
tional advice of normative theory (such as by valuing 
temporally distant events less than immediate ones), 
they frequently depart from those prescribed by ra-
tional theories of intertemporal choice. Moreover, 
they depart in a way that collectively discourages far- 
sighted investments in mitigation.

To understand this, consider the investment prob-
lem faced by the Lowlands. For simplicity, suppose  
that the family knows that they will be living in their 
new home for T years, that each year there is a prob-
ability pt of a Katrina- like flood in year t, and that 
should such an event occur, the mitigation measures 
will reduce losses by an amount B. In this case, the 
decision to mitigate could be made by observing 
whether the disutility associated with the upfront cost 
(C ) of mitigation is less than the positive utility associ-
ated with the discounted stream of benefits; that is, if

 bå( ) ( )
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t

t=1
u C < p u B  (23.1)

where β is the consumer’s discount rate and u(x ) is 
the consumer’s utility associated with the benefit (B ) 
or cost (C ).

While simple in its structure, implicit in equa-
tion  23.1 is a series of rather strong assumptions 
about how the Lowlands will value costs and benefits 
over time; specifically:

1. all future benefits are evaluated vis- a- vis a constant 
rate of discounting;

2. individuals can estimate future probabilities of 
flooding in year t accurately; and

3. the utility function is time- invariant.

There is ample evidence that violations of these as-
sumptions will be common. In particular, homeown-
ers are likely to overweight short- term cash expendi-
tures, have distorted beliefs about probabilities, and 
value common outcomes differently over time. The 
implications of these tendencies in the context of mit-
igation decisions are now reviewed in turn.

Underweighting the FUtUre

A fundamental feature of human cognition is that we 
are influenced more by cues that are concrete and im-
mediate than those that are abstract and delayed. To 
some extent, of course, rational intertemporal choice 
theory prescribes that we should give less weight to 
distant future outcomes, and this prescription is cap-
tured by the constant discount rate β in equation 23.1.  
There is extensive experimental evidence, however, 
that human temporal discounting tends to be hyper-
bolic, where temporally distant events are dispropor-
tionately discounted relative to immediate ones. As 
an example, people are willing to pay more to have 
the timing of the receipt of a cash prize accelerated 
from tomorrow to today than from two days from 
now to tomorrow (in both cases a one- day difference) 
(Loewenstein and Prelec, 1992). The implication of 
hyperbolic discounting for mitigation decisions is 
that residents are asked to invest a tangible fixed sum 
now to achieve a benefit later that they instinctively 
undervalue— and one that they, paradoxically, hope 
never to see at all.

The effect of placing too much weight on im-
mediate considerations is that the up- front costs of 
mitigation will loom disproportionately large relative 
to the delayed expected benefits in losses over time. 
A homeowner might recognize the need for mitiga-
tion and see it as a worthwhile investment when it 
is framed as something to be undertaken a few years 
from now when both the up- front costs and the de-
layed benefits are equally discounted. However, when 
the time arrives to actually make the investment, a 
homeowner subject to hyperbolic discounting might 
well get cold feet.

This tendency to shy away from undertaking in-
vestments that abstractly seem worthwhile is exac-
erbated if individuals have the ability to postpone 
investments— something that would almost always be 
the case with respect to mitigation. A case in point 
is the relative lack of preparedness demonstrated by 
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the city of New Orleans and the Federal Emergency 
Management Agency (FEMA) in advance of Hurri-
cane Katrina in 2005. In this case, the consequences 
of failing to invest in mitigation— such as developing 
a workable evacuation plan— could not have been 
more salient or more temporally proximate. Just 
two months prior to the storm, the city engaged in 
a full- scale simulation that graphically demonstrated 
what would happen should a hurricane of Katrina’s 
strength hit the city, and the city was moving into the 
heart of an active hurricane season (Brinkley, 2006). 
Yet, little was done to remedy known flaws in their 
preparedness plans.

What explains the inaction? The explanation, we 
suggest, is simple: while emergency planners and the 
New Orleans mayor’s office were fully aware of the 
risks the city faced and understood the need for in-
vestments in preparedness, there was inherent ambi-
guity about just what these investments should be and 
when they should be undertaken. Faced with this un-
certainty, planners did what decision makers tend to 
do when faced with a complex discretionary choice: 
they opted to defer it to the future, in the (usually 
false) hope that the correct choices would become 
clearer or more resources would then be available or 
both (Tversky and Shafir, 1992).

To see this effect more formally, imagine the Low-
lands view the future benefits of mitigation not in 
terms of a constant discounting schedule, but instead 
by the hyperbolic discounting function
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where 0 < k < 1 is a constant that reflects the de-
gree to which immediate costs and benefits are given 
disproportionately more weight than delayed ones 
(Laibson, 1997; Meyer, Zhao, and Han, 2007). 
Equation 23.2 has an intriguing implication. Suppose 
that it is January (t = 0) and the Lowlands are consid-
ering whether it is worthwhile to invest in a mitiga-
tion project that would start the next June (t = 1). 
As long as costs remain temporally distant, the value 
of the project will be assessed via the rational inter-
temporal discounting model in equation 23.1, that is, 
the expected net value of the mitigation project, next 
January is

   ( ) ( ) ( )| b bV I January = p k u B – u Cë û
é ùtåT

tt=1    (23.3)

Suppose the Lowlands conclude that the project 
is minimally worthwhile a year from now, that is, 
V(I|January) = ε, where ε is a small positive valua-
tion. Hyperbolic discounting carries a curious impli-
cation for how the Lowlands will value the project 
come July, when the prospect of the expenditure C 

is immediate. In June, the project will look decidedly 
less attractive, since its value will now be

 ( ) ( ) ( )V I June = p u B k – u C /ké ù| bë ûåT t
tt=1

 (23.4)

Hence, if (1/k − β)C > ε, it will no longer seem 
worthwhile to invest. So will the Lowlands abandon 
their interest in mitigation? Paradoxically, we suggest 
no; if the builder gives them the option to restart the 
project the following January, it will once again seem 
worthwhile, since its valuation would be given by the 
standard model in equation 23.3. Hence, the Low-
lands would be trapped in an endless cycle of procras-
tination; when viewed from a temporal distance, the 
investment will always seem worthwhile, but when it 
comes time to undertaking the work, the prospect of 
a slight delay always seems more attractive.

We should add that other, less formal psychologi-
cal mechanisms could also produce perpetual post-
ponements of investments in mitigation. The most 
salient is the observed tendency for individuals to 
defer ambiguous choices; the less certain one is about 
a correct course of positive action, the more likely 
one is to choose inaction (Tversky and Shafir, 1992). 
This ambiguity would seem particularly acute in the 
context of mitigation decisions, where the question of 
whether it is optimal to mitigate is often unknowable 
for a single household and there is infinite flexibility 
as to when one can undertake the investment. Finally, 
when viewed locally, the risk of a short delay in the 
start of mitigation is typically negligible. While seis-
mologists are reasonably certain that there will be a 
major quake along the San Andreas Fault in southern 
California at some point over the next century, odds 
are strongly against it happening tomorrow. As such, 
residents who postpone the decision from day to day 
will rarely be punished for their inaction.

We should emphasize that the concept of hyper-
bolic discounting discussed above is distinct from that 
of planning myopia, the tendency to consider con-
sequences over too short a finite time horizon. For 
example, if the Lowlands’ beliefs about the length 
of time they would live in their home were biased 
downward, they would underestimate the benefits of 
mitigation by using equation 23.1. While we are not 
aware of work that has examined whether there are 
systematic tendencies to misjudge homeownership 
tenure, the fact that the vast majority (72%) of U.S. 
homeowners prefer thirty- year fixed (as opposed to 
adjustable) mortgages has been taken by some econo-
mists as evidence that homeowners, if anything, over-
estimate the length of time they will likely live in their 
homes (Campbell, 2006). It is thus paradoxical, then, 
that homeowners would display acute concern for 
minimizing long- term risk when securing mortgages, 
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but display little comparable concern when making 
decisions about investing in mitigating potential dam-
age to their home.

Underestimation oF risk

Another factor that could suppress investments in 
mitigation is underestimation of the likelihood of 
a hazard— formally, underestimation of pt in equa-
tion  23.1. Although underestimation of risk is per-
haps the simplest explanation as to why people fail 
to mitigate, the empirical evidence in the domain of 
natural hazards is far more complex.

On the one hand, we do know that decisions about 
mitigation are rarely based on formal beliefs about 
probabilities. Magat, Viscusi, and Huber (1987) and 
Camerer and Kunreuther (1989), for example, pro-
vided considerable empirical evidence that individuals 
do not seek out information on probabilities in mak-
ing their decisions. Huber, Wider, and Huber (1997) 
showed that only 22% of subjects sought out prob-
ability information when evaluating risk managerial 
decisions. When consumers are asked to justify their 
decisions on purchasing warranties for products that 
may need repair, they rarely use probability as a ra-
tionale for purchasing this protection (Hogarth and 
Kunreuther, 1995).

Even though individuals do not find statistical 
probability to be a useful construct in making risky 
decisions, they are able to provide estimates of their 
subjective beliefs about relative risk. But these beliefs 
are not well calibrated. When directly asked to ex-
press an opinion about the odds of being personally 
affected by different hazards, people consistently re-
spond with numbers that, perhaps surprisingly, are far 
too high relative to actuarial base rates. For example, in 
a study of risk perception, Lerner et al. (2003) found 
that when people were asked to provide an estimate 
of the probability that they will be the victim of a vio-
lent crime over the coming year, the mean estimate 
was 43%— an estimate that was far too high compared 
to actuarial base rates and comparable to that which 
they expressed when asked to estimate the odds of get-
ting the flu (47%). If these estimates actually reflected 
heightened fears about being exposed to hazards, it 
would strongly argue against the idea that people fail 
to mitigate simply because they assume that they will 
be immune. But these results may be speaking more to 
individuals’ lack of familiarity with statistical constructs 
than to real evidence that people are pessimistic.

On the other hand, there is also evidence that 
people tend to ignore risks whose subjective odds 
are seen as falling below some threshold. In a labo-
ratory experiment on purchasing insurance, many 
individuals bid zero for coverage, apparently viewing 

the probability of a loss as sufficiently small that they 
were not interested in protecting themselves against it 
(McClelland, Schulze, and Coursey, 1993). Similarly, 
many homeowners residing in communities that are 
potential sites for nuclear waste facilities have a ten-
dency to dismiss the risk as negligible (Oberholzer- 
Gee, 1998). Prior to the Bhopal chemical accident in 
1984, firms in the industry had estimated the chances 
of such an accident as sufficiently low that it was not 
on their radar screen (Bowman and Kunreuther, 
1988). Similarly, even experts in risk disregard some 
hazards. For instance, even after the first terrorist at-
tack against the World Trade Center in 1993, terror-
ism risk continued to be included as an unnamed peril 
in most commercial insurance policies in the United 
States, so insurers were liable for losses from a ter-
rorist attack without their ever receiving a penny for 
this coverage. (Kunreuther and Pauly, 2005). Because 
insurers had not integrated the threat into their port-
folio management, the September 11, 2001, attacks 
obligated them to pay over $35 billion in claims.

Levees or other flood control projects are likely to 
give residents a false sense of security with respect to 
suffering damage from floods or hurricanes. In fact, 
Gilbert White (1975) pointed out many years ago that 
when these projects are constructed, there is increased 
development in these “protected” areas. Should a cat-
astrophic disaster occur so that residents of the area 
are flooded, the damage is likely to be considerably 
greater than before the flood- control project was ini-
tiated. This behavior and its resulting consequences 
have been termed the levee effect. Evidence along 
these lines has more recently been offered by Burby 
(2006), who argued that actions taken by the federal 
government, such as building levees, make residents 
feel safe when, in fact, they are still targets for catas-
trophes should the levee be breached or overtopped.

aFFeCtive ForeCasting errors

A final assumption of normative theories of intertem-
poral choice that is worth scrutinizing is the assump-
tion that utility functions are temporally invariant. 
In our example, the Lowlands would be assumed to 
value benefits from mitigation realized in the distant 
future in the same way that they would be valued 
if realized now. How likely is this assumption to be 
empirically valid? There are extensive bodies of work 
showing that individuals tend to be both poor fore-
casters of future affective states (e.g., Wilson and Gil-
bert, 2003) and focus on different features of alterna-
tives when they are viewed in the distant future versus 
today (e.g., Trope and Liberman, 2003).

Probably the most problematic of these bi-
ases for mitigation decisions is the tendency for 
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affective forecasts to be subject to what Loewenstein, 
O’Donoghue, and Rabin (2003) term the projection 
bias— a tendency to anchor beliefs about how we will 
feel in the future on what is being felt in the present. 
Because mitigation decisions are ideally made in doc-
ile times, long before (rather than just after) a disas-
ter occurs, the projection bias predicts a tendency for 
decision makers to both underestimate the likelihood 
of future hazards and the feelings of trauma that such 
events can induce— a bias that would, in turn, lead 
to undervaluation of investments in protection. After 
Hurricane Katrina, a common theme heard from sur-
vivors trapped in the floods was, “Had I known it 
would be this bad, I would have left.” The reality, of 
course, was that they were told that it would be that 
bad; the storm was preceded by warnings of the most 
dire sort, that Katrina was “the big one” that New 
Orleans’ residents had been warned to fear for years 
(Brinkley, 2006). But it is one thing to imagine being 
in a large- scale flood, quite another to actually be in  
one. Judgments of the severity of the predicted ex-
perience were unavoidably biased downward by the 
relative tranquility of life before the storm.

We might add that while the likely dominant ef-
fect of affective forecasting errors is to undervalue fu-
ture protection, it is possible that protection could be 
overvalued if prior valuations are subject to a different 
bias that has also been observed in intuitive forecasts, 
that of duration neglect, the tendency to overestimate 
the length of time it takes to recover from negative life 
events, such as being fired from a job (Wilson and Gil-
bert, 2003). Under such a bias, a homeowner might 
well underestimate the initial impact of damage suf-
fered from a hazard due to the projection biases, but 
still overinvest in protection out of a belief that it will 
take an excessively long time to physically and emo-
tionally recover from that damage. As an example, in 
the days immediately following Katrina, there were 
dire warnings that it would likely be months before 
flooded sections of the city could be drained and that 
the city would never be able to recover— predictions 
that later proved too pessimistic.2

Finally, the tendency to value costs and benefits dif-
ferently depending on temporal perspective is another 
mechanism that could result in procrastination. Trope 
and Liberman (2003) offer a wide array of evidence 
showing that when making choices for the distant fu-
ture, we tend to focus on the abstract benefits of op-
tions, whereas when making immediate choices, we 
tend to focus on concrete costs. Hence, similar to the 
predictions made by hyperbolic discounting, it would 
not be uncommon to hear politicians pledge their 
deep commitment to building safer societies at elec-
tion time (when costs loom small relative to abstract 
benefits) but then back away from this pledge when 

the time comes to actually make the investment— 
when it is the concrete costs that loom larger.

Learning Failures

The above discussion makes a clear argument that if 
individuals make mitigation decisions by performing 
intuitive comparisons of up- front costs with long- term 
benefits, they will likely underinvest by virtue of focus-
ing too much on up- front costs, undervaluing long- 
term benefits or underestimating the likelihood that 
the disaster will happen to them or both. But this begs 
a conjecture: while an individual (or institution) mak-
ing a one- time mitigation decision might well err by 
underinvesting, such errors would likely be transient. 
Once the consequences of undermitigation are ob-
served, intuition suggests that there would be a natu-
ral tendency to correct the biases that led to the initial 
error. Indeed, there is some evidence that mitiga-
tion errors are naturally correcting; the early Mayans 
learned (no doubt by experience) that it was safer to 
build cities inland than on the hurricane- prone coasts 
of the Yucatan. The loss of 6,000 lives in Galveston in 
1900 taught the city that it needed a seawall to pro-
tect against future storms, and it took the disaster of 
Katrina for New Orleans to finally put in place a com-
prehensive evacuation plan (Brinkley, 2006).

The problem, however, is not that we do not learn, 
but rather that we do not seem to learn enough from 
the experiences of disaster. As an illustration, when 
Hurricane Wilma hit south Florida in October 2005, 
just a few weeks after Hurricane Katrina, thousands of 
residents failed to take such simple preparatory mea-
sures as securing bottled water and filling their cars up 
with gas— oversights that greatly added to the chal-
lenges of recovery. What was surprising about this lack 
of preparation was that the region had ample warn-
ing of the storm’s approach (the impact was forecast 
up to four days in advance), and it came at the end 
of the most destructive hurricane season on record, 
one where the news media were constantly filled with 
graphic illustrations of the destructive power of such 
storms (such as the flooding in New Orleans). Other 
familiar examples exist as well— such as the tendencies 
to resettle in flood plains after major floods and to 
become increasingly lax in earthquake preparedness 
as the time since the last quake lengthens.

What explains the seeming lack of learning by resi-
dents? The reason, we suggest, is that we instinctively 
learn to protect ourselves against hazards by rely-
ing on the same trial- and- error heuristics that have 
proven successful in other walks of life: heuristics 
that encourage us to repeat those behaviors that yield 
positive rewards and avoid those behaviors that yield 
negative outcomes. But while reinforcement learning 
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is a highly efficient way to learn to perform such re-
peated tasks as walking, speaking, and playing tennis, 
it is particularly ill-suited for learning how best to re-
spond to low- probability, high- consequence hazards. 
The reason is simple: most protective behaviors will 
be negatively reinforced far more often than they will 
be positively reinforced.

As an example, when Hurricane Wilma approached 
south Florida in 2005, the vivid news depictions of 
suffering Katrina survivors were counterbalanced by 
a different and more salient source of information: 
residents’ recollections of the seven false alarms that 
the area had received during the previous two years. 
For many, the hurricane warnings posted for Wilma 
triggered memories of rushing to secure supplies of 
water and gas before a storm, only later to find out 
that their efforts were unnecessary. For everyone else, 
it was memories of how gambling paid off; their deci-
sions not to prepare for all the previous storms had 
turned out to be the right ones (in hindsight).

A more recent example of the potential dysfunc-
tionalities of learning from experience arose in a dif-
ferent context, too: the 2007 shootings at Virginia 
Tech University. In a report that was highly critical 
of the university’s slow response to the incident, an 
investigatory committee suggested that the failure to 
react quickly was partially due to the bad publicity 
that the university administration received the previ-
ous year when they were accused of overreacting to 
the threat of an escaped convict who was involved 
in a shooting near campus. The threat proved a false 
alarm, but there was nevertheless damage: administra-
tors became wary of moving too quickly in response 
to the next threat.

This same tendency to ignore warning informa-
tion because of its perceived unreliability may also 
be inflamed in the context of natural hazards by the 
tendency for news sources to overhype threats— such 
as warnings of an impending blizzard, ice storm, or 
hurricane. While occasionally the events measure up 
to the billing as advertised on the 11 p.m. news, more 
often they will not— causing viewers to discount fu-
ture warnings of dire threats.

A second major impediment to learning is the in-
herent ambiguity of feedback about what constitutes 
optimal mitigation. In the course of disasters, one can 
rarely observe the counterfactuals critical to learn-
ing: what damage would have occurred had certain 
mitigation steps been taken (or not taken). As noted 
by Meyer (2006), one consequence of this feedback 
property is that it supports the persistence of supersti-
tious beliefs about mitigation strategies. A good ex-
ample is the old adage that one should open windows 
in advance of a tornado so as to equalize pressure. It 
took structural engineers years to discover that open 

windows were more likely to be the cause of building 
failures than the cure (entering wind exerts upward 
pressure on roofs); yet the myth is still widely held. 
The reason, of course, is that it is impossible to infer 
from observing a destroyed house whether it would 
still be standing had the windows been closed— or in-
deed whether they were open or closed to begin with.

We should emphasize that it is not the rarity of 
hazardous events per se that limits learning. While 
individuals may encounter a major earthquake or hur-
ricane only once in their lives (or, more likely, never), 
there are ample opportunities to learn by observ-
ing the experiences of others. Indeed, the plethora 
of books describing great disasters of the past (from 
Noah’s flood onward) and the intense new attention 
that is given to disasters suggests that we have deeply 
ingrained instincts (however morbid) for trying to 
learn from others’ misfortunes. There is suggestive 
evidence, however, that people often learn much less 
from vicarious feedback than one might hope. In one 
example, a laboratory study designed to measure peo-
ples’ abilities to learn optimal levels of investment to 
protect against hurricanes, Meyer (2006) found that 
decisions to increase investment were driven almost 
exclusively by whether the decision maker person-
ally suffered losses in the previous period; in contrast, 
losses suffered by others did not have such a trigger-
ing effect.

Finally, we should note that if the government 
comes to the rescue with liberal disaster assistance, 
then one may conclude from media reports or per-
sonal experience that it may not be necessary to invest 
in costly protective measures. In fact, those who have 
taken steps to protect themselves financially against 
losses may conclude that they would be better off not 
having purchased coverage. A graphic example comes 
from the Alaska earthquake of 1964, when the federal 
government provided low- interest loans to aid the re-
covery and retire debts from existing mortgages for 
those who were uninsured. It was not uncommon to 
hear the few homeowners who did purchase earth-
quake insurance bemoan their decision because they 
discovered they would have been better off financially 
had they not purchased this coverage. (Dacy and 
Kunreuther, 1968).

social norms and interdependencies

Let us return again to the dilemma faced by the Low-
land family, who have now narrowed their mitigation 
option to elevating their house on piles so as to reduce 
flood losses from a future hurricane. If none of their 
neighbors have taken this step, their house would 
look like an oddity in a sea of homes at ground level. 
Should the Lowlands choose to move, they would be 
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concerned that the resale value of their home would 
be lower because the house was different from all the 
others. Likewise, the effectiveness of mitigation might 
itself depend on the number of other residents who 
elect to elevate their homes. If the Lowlands decide 
to elevate their home but their neighbors do not take 
this action, then one of these nonelevated homes 
could be washed away during a flood or hurricane and 
cause damage to the Lowlands’ home which would 
otherwise have been spared. Note that these— very 
real— considerations would not be easily captured in 
a traditional expected utility analysis of their problem 
(such as equation 23.1), which assumes a decision is 
made in social isolation. In contrast, mitigation de-
cisions often take the form of coordination games, 
where the value of mitigation depends on whether 
neighbors choose to mitigate.

Decisions made by neighbors also carry informa-
tion value— or at least are likely to be perceived as 
such. As in an information cascade (Sunstein, 2006), 
if a large number of neighbors have already decided 
to put their houses up on piles, the Lowlands might 
plausibly conclude that the investment must be cost 
effective. Of course, such inferences could be wildly 
mistaken if their neighbors’ decisions were also based 
on imitation; much like a fad, one might observe com-
munities collectively adopting mitigation measures that  
have little actuarial or engineering basis.

To illustrate such effects, we recently conducted 
a laboratory study of social- network effects in earth-
quake mitigation. In the study, participants were told 
that they would be living in an area prone to periodic 
earthquakes and that they could purchase structural 
improvements in their homes that potentially miti-
gated the effects of quakes should one arise. The task 
was to make these decisions as efficiently as possible in 
the following sense: at the end of the simulation they 
would be paid an amount that was tied to the differ-
ence between their home value and interest earned 
minus the cost of mitigation plus damage repairs. 
Throughout the simulation they could observe the 
investment decisions being made by others in their 
virtual community, as well as the damage they suf-
fered from quakes. The key source of uncertainty in 
the simulation was whether the mitigation was cost 
effective or not; half of the participants were placed 
in a world where mitigation was not cost effective 
(hence the optimal investment was 0%), and the other 
half were placed in a world where it was long- term ef-
fective (hence the optimal investment was 100%). Our 
interest was in observing whether communities could 
discover the optimal level of mitigation over repeated 
plays of the game.

The basic result was that they could not determine 
how much to invest in mitigation. Consistent with the 
findings on learning discussed above, there was little 

evidence of either community naturally discovering 
the optimal level of mitigation (the investment level 
in both worlds averaged 40%). There was, however, a 
social norm effect: the major driver of individual deci-
sions about how much to invest was the average level 
of investment made by neighbors.

Would their learning have been enhanced had 
the communities been populated with a few opinion 
leaders who had knowledge of mitigation’s true ef-
fectiveness? To investigate this, we ran a new set of 
studies where, prior to the simulation, one player in 
each community was privately informed of the true 
effectiveness of mitigation. Other players knew that 
one among them had this information, but that per-
son’s identity was not revealed but could likely be 
inferred by observing players’ investment behavior. 
For example, a player who is told that investments 
are ineffective would, presumably, invest 0% from the 
start. Did this “knowledge seeding” help communi-
ties learn? It did, but— quite surprisingly— only in 
the case where investments were ineffective. In these 
communities, players seemed to immediately recog-
nize the informed player (who was not investing), and 
after two rounds of the game almost all investments in 
mitigation had vanished, as it should have.

In contrast, in communities where mitigation was 
effective, rather than investments increasing over time, 
they decreased. For many of the reasons described ear-
lier in this section, players who were told that mitiga-
tion was effective did not play the optimal strategy of 
investing 100% at the start— they procrastinated. The 
other players, seeing no one with a high level of in-
vestment, then mistakenly concluded that they must 
be in a world where mitigation was ineffective. Hence 
they invested only a small amount themselves. Then, 
bizarrely, the informed players— who should have been 
opinion leaders— became followers, reducing their own 
investments. After multiple plays of the game, few play-
ers were making any investments at all, even though it 
was optimal for them to do so in the long run.

Of course, one might hope that in real- world set-
tings, opinion leadership and tipping strategies might 
be more effective, and evidence along these lines has 
been presented by Schelling (1978) and popularized 
by Gladwell (2000). Heal and Kunreuther (2005) 
provided a game theoretic treatment of the impact of 
interdependency on the decision to invest in protec-
tive measures and suggested ways to coordinate ac-
tions of those at risk, ranging from subsidization or 
taxation to induce tipping or cascading to rules and 
regulations, such as well- enforced building codes.

the samaritan’s dilemma

As alluded to above, another of the arguments ad-
vanced as to why individuals do not adopt protective 
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measures prior to a disaster is that they assume that 
liberal aid from the government will be forthcoming 
should they suffer losses from an earthquake, hurri-
cane, or flood. Federal disaster assistance may create 
a type of Samaritan’s dilemma: providing assistance 
ex post (after hardship) reduces parties’ incentives to 
manage risk ex ante (before hardship occurs) (Bu-
chanan, 1975). If the Lowland family expects to re-
ceive government relief after a loss, it will have less 
economic incentive to invest in mitigation measures 
and purchase insurance prior to a hurricane. The in-
creased loss due to the lack of protection by residents 
in hazard- prone areas amplifies the government’s in-
centive to provide assistance after a disaster to victims.

The empirical evidence on the role of disaster re-
lief suggests, however, that individuals or communi-
ties have not based their decisions on whether or not 
to invest in mitigation measures by focusing on the 
expectation of future disaster relief. Kunreuther et al. 
(1978) found that most homeowners in earthquake-  
and hurricane- prone areas did not expect to receive 
aid from the federal government following a disaster. 
Burby (1991) found that local governments that re-
ceived disaster relief undertook more efforts to reduce 
losses from future disasters than those that did not. 
This behavior seems counterintuitive and the reasons 
for it are not fully understood. It will be interesting 
to see whether Hurricane Katrina changes this view, 
given the billions of dollars in disaster relief that have 
been sent to victims and affected states. In the same 
vein, the historical federal bailout of some of the larg-
est financial institutions in 2008 and 2009 is likely to 
create strong moral hazard in the future.

Whether or not individuals incorporate an expec-
tation of disaster assistance in their predisaster plan-
ning process, a driving force with respect to the actual 
provision of government relief is the occurrence of di-
sasters where the losses are large (Moss, 2002). Under 
the current system, the governor(s) of the state(s) can 
request that the president declare a “major disaster” 
and offer special assistance if the damage is severe 
enough. Although the president does not determine 
the amount of aid (the House and Senate do), he is 
responsible for a crucial step in the process. This obvi-
ously raises the questions, What are the key drivers of 
such a decision? Are some states more likely to benefit 
from this situation than others, and if so, when does 
this occur?

the politician’s dilemma

Federal relief is not immune from behavioral bias— 
that observation is consistent with recent research that 
has shown that election years are a very active time 
for disaster assistance (all other things being equal). 
Figure 23.1 depicts the evolution of the number of 

presidential declarations over the period 1953– 2008. 
Overall, the number of these declarations has dra-
matically increased during that time: there were 162 
during 1955– 1965, 282 between 1966 and 1975,  
319 over the period 1986– 1995, and 545 from 1996 
to 2005 (Michel- Kerjan, 2008b). It is interesting to 
note that many of the peak years described in fig-
ure 23.1 correspond to presidential election years.

Four salient examples are the Alaska earthquake 
in 1964, Tropical Storm Agnes in June 1972, Hur-
ricane Andrew in September 1992, and the four hur-
ricanes in 2004. For example, following the Alaska 
earthquake, when relatively few homes and businesses 
had earthquake- resistant measures and insurance pro-
tection, the U.S. Small Business Administration pro-
vided 1% loans for rebuilding structures and refinanc-
ing mortgages to those who required funds through 
its disaster loan program. As pointed out above, the 
uninsured victims in Alaska were financially better off 
after the earthquake than their insured counterparts 
(Dacy and Kunreuther, 1968). More recently, it has 
also been shown that a battleground state with twenty 
electoral votes has received more than twice as many 
presidential disaster declarations than a state with only 
three electoral votes (Reeves, 2004, 2005).

In the case of Hurricane Katrina, Governor Kath-
leen Blanco declared a state of emergency on Au-
gust 26, 2005, and requested disaster relief funds from 
the federal government on August 28. President Bush 
declared a state of emergency on the twenty- eighth, 
an action that freed federal government funds and put 
emergency response activities, debris removal, and in-
dividual assistance and housing programs under fed-
eral control (Congressional Research Service, 2005). 
Under an emergency declaration, federal funds were 
capped at $5 million. On August 29, in response to 
Governor Blanco’s request, the president declared a 
“major disaster,” allotting more federal funds to aid 
in rescue and recovery. By September 8, Congress had 
approved $52 billion in aid to the victims of Hur-
ricane Katrina. As of August 2007, the total federal 
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relief allocated by Congress for the reconstruction of 
the areas devastated by the 2005 hurricane season was 
nearly $125 billion.

The fact that politicians can benefit from their 
generous actions following a disaster raises basic ques-
tions as to the capacity of elected representatives at 
the local, state, and federal levels to induce people to 
adopt protection measures before the next disaster. 
The difficulty in enforcing these mitigation measures 
has been characterized as the politician’s dilemma 
(Michel- Kerjan, 2008a).

Imagine an elected representative at the city or 
state level. Should she push for people and firms in 
her district to invest in cost- effective mitigation mea-
sures to prevent or limit the occurrence of a disaster? 
From a long- term perspective, the answer should be 
yes. But given short- term reelection considerations 
(another form of myopia), the representative is likely 
to vote for measures that allocate taxpayers’ money 
elsewhere that yield more political capital. It is an-
other example where little consideration is given to 
supporting mitigation measures prior to a disaster 
(ex ante) because their constituencies are not wor-
ried about these events occurring and because there 
is likely to be a groundswell of support for generous 
assistance to victims from the public sector after a di-
saster (ex post) to aid their recovery. The one silver lin-
ing to this behavior is that following a natural disaster, 
when residents and the media focus on the magnitude 
of the losses, politicians are likely to respond by favor-
ing stronger building codes and other loss- reduction 
measures, but only when there is a consensus among 
their constituencies that this is a good thing to do.

Strategies for Overcoming Decision Biases

How might we build more resilient communities in 
areas that are prone to natural hazards? The biases dis-
cussed above suggest that the task is not an easy one. 
Communities face a difficult choice: either find ways 
to debias decision makers so as to foster voluntary in-
vestments in mitigation, or restrict voluntary choice, 
such as imposing well- enforced building codes and 
land- use regulations. To date, public officials have 
turned to regulations as the only effective means of 
insuring mitigation: if residents are unable to make 
wise choices about where to live and how much to 
invest in protection, it is the role of government to 
impose these choices.

A compelling illustration of this argument was 
provided by Kydland and Prescott (1977), who, in 
their Nobel Prize– winning contribution, showed that 
a policy that allows freedom of choice may be socially 
optimal in the short run but socially suboptimal from 

a long- term perspective. As a specific example, the au-
thors noted that unless individuals were initially pro-
hibited from locating in a flood plain, it would be very 
difficult politically to force these people to leave their 
homes. Kydland and Prescott argued that these indi-
viduals, in making their decisions to locate in flood 
plains, believed that the Corps of Engineers would 
subsequently build dams and levees if enough people 
chose to build homes in flood- prone areas and hence 
decided to locate there.

Kunreuther and Pauly (2006) extended the 
Kydland- Prescott argument by introducing behav-
ioral considerations into the picture. They contended 
that if individuals underestimate the likelihood of a 
future disaster, it may be important to require home-
owners to purchase insurance and have well- enforced 
rules, such as land- use regulations and building codes, 
to avoid the large public- sector expenditures follow-
ing these events. To support this point, they provided 
empirical evidence that many individuals do not even 
think about the consequences of a disaster until after a 
catastrophe occurs and hence do not invest in protec-
tive measures in advance of a disaster.

Yet, a policy of widespread government interven-
tion in mitigation decisions carries its own risks. Spe-
cifically, the approach can be criticized as one that, 
paradoxically, might in some cases actually exacerbate 
rather than reduce the long- term risk of catastrophes. 
Evidence along these lines has been offered by Burby 
(2006), who argued that actions taken by the federal 
government, such as building levees, make residents 
feel safe when, in fact, they are still targets for catas-
trophes should the levee be breached or overtopped. 
Likewise, Steinberg (2000) noted that beach restora-
tion projects that are now widespread in coastal com-
munities carry the same risk: while restoration lowers 
the potential damage from a single storm event, it also 
denies residents the visual cues that would inform per-
ceptions of risk. This approach is also one whose viabil-
ity assumes that the government planners who design 
and enforce codes are themselves immune from the bi-
ases that they are designed to overcome— a presump-
tion that is unlikely to hold in practice. As an example, 
four decades of hurricanes, from the 1920s through 
the 1950s, persuaded South Florida to pass one of the 
country’s strictest building codes in 1957, but enforce-
ment of these codes gradually waned during the three 
quiet decades that followed— a lapse that contributed 
to the extreme property losses the area suffered during 
Hurricane Andrew in 1992 (Steinberg, 2000).

In light of this dilemma, a long- term solution to 
managing catastrophe risks lies in decision architec-
tures that guide residents to making more efficient 
protection decisions in a way that takes into account 
the behavioral biases noted above.
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Long- term insurance and Long- term mitigation Loans

A major reason why individuals are reluctant to make 
major investments in mitigation is that they are un-
likely to realize personal financial benefits in the short 
run. A key challenge with respect to encouraging 
mitigation, therefore, is to move the focal point from 
the individual to the property, so that individuals 
will focus on a longer time horizon when deciding 
whether to invest in risk- reducing measures. Mort-
gages can play an important role in this regard since 
they are typically long- term contracts.

In this spirit we have proposed as a market inno-
vation that one moves from the traditional one- year 
insurance contracts as we know them today, which en-
courage myopic thinking, to multiyear insurance con-
tracts with annual premiums coupled with long- term 
mitigation loans (Jaffee, Kunreuther, and Michel- 
Kerjan, 2008).

For a long- term insurance (LTI) policy to be fea-
sible (say for 10 or 25 years), insurers would have to 
be able to charge a rate that reflects their best estimate 
of the risk over that time period. The uncertainty sur-
rounding these estimates could be reflected in the an-
nual premium being a function of the length of the 
insurance contract, in much the same way that the 
interest rate on fixed- rate mortgages varies between 
15- , 25- , and 30- year loans. The obvious advantage 
of an LTI contract from the point of view of poli-
cyholders is that it provides them with stability and 
an assurance that their property is protected for as 
long as they own it. This has been a major concern 
in hazard- prone areas, where insurers had cancelled 
policies before severe disasters occurred.3 On a much 
broader scale, a study of flood insurance in Florida re-
vealed that of the 1 million residential National Flood 
Insurance Program (NFIP) policies in place in Flor-
ida in 2000, one- third had been cancelled by 2002 
and about two- thirds had been cancelled by 2005 
(Michel- Kerjan and Kousky, 2010).

Under the current state- regulated arrangements, 
where many insurance commissioners have limited 
insurers’ ability to charge premiums that reflect the 
exposure and the cost of capital necessary to provide 
insurance in hazard- prone areas, no insurance com-
pany would even entertain the possibility of market-
ing an LTI policy. Insurers would be concerned about 
the regulator clamping down on them now or in the 
future regarding what price they could charge, so that 
LTI insurance would be infeasible from a financial 
point of view. Given the existing tension between state 
insurance regulators and the insurance industry, we 
feel that it would be best politically to introduce LTI 
by focusing on flood insurance, which is provided na-
tionwide by the federal government under the NFIP.4

We propose that the purchase of long- term flood 
insurance be required for all property owners residing 
in hazard- prone areas so as to reduce the likelihood 
of liberal disaster- relief legislation following the next 
major catastrophe. There is a precedent for such a re-
quirement today in all states where motorists have to 
show proof of automobile insurance covering bodily 
injury and property damage liability or financial re-
sponsibility in order to register their car. With respect 
to property insurance, homeowners who have a mort-
gage are normally required by the bank that finances 
the loan to purchase coverage against wind damage 
for the length of the mortgage, and this requirement 
is normally enforced.

A long- term flood- insurance contract would also 
provide economic incentives for investing in miti-
gation where current annual insurance policies are 
unlikely to do the trick, even if they were risk-based 
due to the behavioral considerations discussed in the 
previous section. To highlight this point, consider 
the following simple example. Suppose the Lowland 
family could invest $1,500 to floodproof the founda-
tion of its house so as to reduce the water damage by 
$30,000 from a future flood or hurricane that would 
occur with an annual probability of 1/100. If the 
insurance premium reflects the risk, then the annual 
premium would be reduced by $300 to reflect the 
lower expected losses to the property. If the house 
was expected to last for ten or more years, the net 
present value of the expected benefit of investing in 
this measure in the form of lower insurance premiums 
would exceed the up- front cost at an annual discount 
rate as high as 15%.

Under the current annual flood- insurance con-
tract, many property owners would be reluctant to 
incur the $1,500 because they would only get $300 
back next year. If they used hyperbolic discounting or 
they were myopic with respect to the time horizon, 
the expected discounted benefits would likely be less 
than the $1,500 up- front costs. In addition, budget 
constraints could discourage them from investing in 
the mitigation measure. Other considerations could 
also play a role in the homeowners’ decisions not to 
invest in these measures. They may not know how 
long they will reside in the area or whether they 
would be rewarded again with lower premiums next 
year when their policy is renewed or both.

With a 20- year flood insurance contract, the pre-
mium reduction would be viewed as a certainty. In 
fact, the property owner could take out a $1,500 
home- improvement loan tied to the mortgage at an 
annual interest rate of 10%, resulting in payments of 
$145 per year. If the annual insurance premium was 
reduced by $300, the savings to the homeowner each 
year would be $155.
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A bank would have a financial incentive to pro-
vide this type of loan. By linking the expenditure in 
mitigation to the structure rather than to the prop-
erty owner, the annual payments would be lower, and 
this would be a selling point to mortgagees. The bank 
would also feel that it is now better protected against 
a catastrophic loss to the property, and the insurer 
knows that its potential loss from a major disaster is 
reduced. These mitigation loans would constitute a 
new financial product. Moreover, the general public 
would now be less likely to have large amounts of 
their tax dollars going for disaster relief. A win- win- 
win- win situation for all! (Kunreuther, 2006).

seals of approval

A complementary way of encouraging the adoption 
of cost- effective mitigation measures is to require that 
banks and other lenders condition their mortgages. 
Sellers or buyers of new or existing homes would have 
to obtain a seal of approval from a recognized inspec-
tor that the structure meets or exceeds building- code 
standards. This requirement either could be legis-
lated or imposed by the existing housing government 
sponsored enterprises (i.e., Fannie Mae, Freddie Mac, 
and the twelve Federal Home Loan Banks). Existing 
homeowners might want to seek such a seal of ap-
proval as well, if they knew that insurers would pro-
vide a premium discount (akin to the discounts that 
insurers now make available for smoke detectors or 
burglar alarms) and if home improvement loans for 
this purpose were generally available.

Evidence from a July 1994 telephone survey of 
1,241 residents in six hurricane- prone areas on the 
Atlantic and Gulf Coasts provides support for some 
type of seal of approval. Over 90% of the respondents 
felt that local home builders should be required to 
follow building codes, and 85% considered it very 
important that local building departments conduct 
inspections of new residential construction. We rec-
ommend the following procedure. The inspection 
required to establish a seal of approval must be un-
dertaken by certified contractors. For new properties, 
the contractor must provide the buyer with this seal 
of approval. For existing properties, the buyer should 
pay for the inspection and satisfy the guidelines for a 
seal of approval. If the house does not satisfy the cri-
teria, then banks and other mortgage lenders should 
roll into their mortgage loans the cost of such im-
provements (Kunreuther and Michel- Kerjan, 2006).

tax incentives

One way for communities to encourage residents to 
pursue mitigation measures is to provide them with 
tax incentives. For example, if a homeowner reduces 

the losses from a disaster by installing a mitigation 
measure, then this taxpayer would get a rebate on her 
state taxes to reflect the lower costs of disaster relief. 
Alternatively, property taxes could be reduced. But in 
practice, some communities often create a monetary 
disincentive to invest in mitigation. A property owner 
who improves a home by making it safer is likely to 
have the property reassessed at a higher value and, 
hence, have to pay higher taxes. California has rec-
ognized this problem, and in 1990 voters passed 
Proposition 127, which exempts seismic rehabilita-
tion improvements to buildings from reassessments 
that would increase property taxes.

The city of Berkeley in California has taken an ad-
ditional step to encourage home buyers to retrofit 
newly purchased homes by instituting a transfer- tax 
rebate. The city levies a 1.5% tax on property- transfer 
transactions; up to one- third of this amount can be 
applied to seismic upgrades during the sale of prop-
erty. Qualifying upgrades include foundation repairs 
or replacement, wall bracing in basements, shear- wall 
installation, water- heater anchoring, and securing of 
chimneys (Heinz Center, 2000).

Zoning ordinances that Better Communicate risk

One of the more vexing problems facing policy mak-
ers after major catastrophes is whether to permit re-
construction in areas that have been damaged. As the 
response after Katrina demonstrated, there is usually 
strong political support for wanting to rebuild one’s 
home in the same place where it was damaged or 
destroyed. Indeed, not to do so somehow seems to 
show a lack of empathy for those who have lived part, 
if not all their life, in the area and have family and 
social connections there; for many of them, nowhere 
else could be home (Vigdor, 2008).

An unfortunate tendency after disasters is not only 
permitting homes to be rebuilt in hazard- prone areas, 
but rebuilding the structures so as to remove all signs 
that might communicate to new and prospective resi-
dents the inherent risks posed by the location. Visitors 
to the Mississippi Gulf coast today, for example, will 
find few cues that would be indicative of the complete 
devastation that the area suffered from Hurricane 
Katrina in 2005: attractive mansions are once again 
strung along Route 90, where sandy beaches give 
little clue that this is perhaps the most hazard- prone 
section of coastline in the United States.

While policies that prohibit residents from rebuild-
ing destroyed residences may be politically unviable, 
policies that guide reconstruction in such a way that 
allows new residents to make informed decisions 
about the real risks they face would seem far less 
controversial. This notion is implicitly recognized in 
FEMA’s flood maps, which the agency is in the process 
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of updating. We urge that this education process be 
recognized more widely, not just for floods, but for 
hurricanes and earthquakes as well (GAO, 2008).

Conclusions

Recent disasters in the United States have provided 
empirical evidence supporting the natural disaster 
syndrome. Following Hurricane Katrina, many victims 
in Louisiana suffered severe losses from flooding be-
cause they had not mitigated their homes and did not 
have flood insurance to cover the resulting damage. 
As a result, there was an unprecedented level of fed-
eral disaster assistance to aid these victims.

There are many reasons why those in harm’s way 
have not protected themselves against natural disas-
ters. In this chapter we have highlighted behavioral 
considerations that include budgeting heuristics, 
short- term horizons, underestimation of risk, opti-
mism, affective forecasting errors, learning failures, 
social norms and interdependencies, the Samaritan di-
lemma, and the politician’s dilemma. All these effects 
limit people’s interest and ability to invest in hazard 
mitigation measures.

The 2004, 2005, and 2008 hurricanes should have 
been a wake- up call in this regard, but instead they 
seemed to fall on deaf ears. The next series of major 
hurricanes, floods, or earthquakes are likely to be dev-
astating ones.

In the case of New Orleans, inhabitants may have 
simply felt that they were fully protected by flood- 
control measures, such as the levees. Unfortunately, it 
is very likely that we will discover after future catastro-
phes that there are actually many similar situations of 
false perceived security in other highly exposed areas 
(Pinter, 2005). The question of the resiliency of our 
infrastructure to large- scale disasters is one that has 
not yet received the attention it deserves (Auerswald 
et al., 2006).

If we as a society are to commit ourselves to reduc-
ing future losses from natural disasters and to limiting 
government assistance after the event, then we need 
to engage the private and public sectors in creative 
partnerships. This requires well- enforced building 
codes and land- use regulations coupled with adequate 
insurance protection. Economic incentives that make 
these actions financially palatable to property owners 
should be provided in the form of long- term insur-
ance policies and mitigation loans.

One may also want to think more about the type 
of disaster insurance that should be provided in those 
hazard- prone areas. It may be useful to consider the 
possibility of providing protection against all hazards 
under a long- term homeowner’s insurance policy 
tied to the mortgage rather than continuing with the 

high volatility inherent in annual insurance contracts. 
These and related issues form the basis for future be-
havioral studies that may help us to develop more ef-
fective policy recommendations for reducing losses 
from future natural disasters.

Notes

1. A discussion of alternative flood reduction measures 
can be found in Laska (1991) and Federal Emergency Man-
agement Agency (1998).

2. Still, the U.S. Census Bureau estimates indicate that 
almost two years after the storm, by July 1, 2007, nearly half 
of these evacuees had yet to return to New Orleans (Vigdor, 
2008).

3. Following a flood in August 1998 that damaged 
property in northern Vermont, FEMA found that 84% of 
the 1,549 homeowners suffering damage resided in Spe-
cial Flood Hazard Areas but did not have insurance, even 
though 45% of those individuals were required to purchase 
this coverage (Tobin and Calfee, 2005).

4. For more details on the proposed long- term flood in-
surance policy, see Kunreuther and Michel- Kerjan (2010).
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Chapter 24

Decisions by Default
Eric J.  Johnson

DaniEl G. GolDstEin

Imagine that it is the December after a presidential 
election in the United States. The president- elect is in-
terviewing to fill cabinet positions. One potential ap-
pointee makes an offer that seems too good to refuse: 
“Appoint me and I will let you in on a secret policy-  
setting strategy that has been shown to increase sav-
ings rates, save lives by improving voluntary efforts, 
and change how people manage risk.” Even better, 
the potential appointee adds, “It costs very little and 
works even if people do nothing. In fact, it depends 
upon people doing nothing.” What is the secret strat-
egy? The proper setting of no- action defaults.

Default options are those assigned to people who 
do not make an active decision.1 For example, in the 
United States, people are by default not organ donors 
and, until recently, did not contribute to their retire-
ment plans. However, when purchasing new automo-
biles, they do receive air bags by default; customers 
need not ask for them. How strong are the effects of 
defaults on choices? Do defaults influence us and why? 
Drawing on a variety of policy domains, we will illus-
trate the power of default effects and explore the pos-
sible psychological mechanisms that underlie them. 
With an eye on questions of ethics, obligations, and 
effectiveness, we will evaluate policies that have been 
proposed for setting defaults. Our goal is to move de-
faults from the chest of secret strategies to the library 
of mechanisms by which policies can impact behavior.

Default effects on Choices: Case Studies

InSuranCe DeCISIonS

By assigning similar groups of people to different 
policies, governments, companies, and public agen-
cies sometimes run inadvertent “natural experi-
ments” that allow the effects of defaults to be esti-
mated. Default effects have been found in the choice 
of health- care plans (Samuelson and Zeckhauser, 
1988), and the choice between privacy policies online 

(Bellman, Johnson, and Lohse, 2001). People have 
a strong tendency to choose the default option to 
which they were assigned, even when this assignment 
is random. When the stakes are low, we might expect 
people to stick with such a randomly assigned alterna-
tive. However, defaults affect choices even when the 
stakes are high. In the 1990s, the states of New Jersey 
and Pennsylvania gave consumers of auto insurance 
a choice between a more expensive plan, which pro-
vided the right to sue for “pain and suffering,” and 
a significantly less expensive plan, which covered the 
medical costs of the insured but removed the right to 
sue. New Jersey drivers were given the limited right 
to sue by default, whereas Pennsylvania drivers had 
the opposite default, the full right to sue. Surprisingly, 
21% of New Jersey drivers “preferred” the more ex-
pensive full right to sue, whereas in Pennsylvania over 
70% of drivers “preferred” the less expensive plan. A 
psychological study in which people were assigned 
one of the two plans by default confirmed this: the full 
right to sue was chosen 53% of the time when it was 
the default, but only 23% of the time when it was not 
(Johnson et al., 1993). One estimate (Goldstein et al., 
2008) is that the choice of defaults in Pennsylvania 
resulted in $140 million a year in additional insurance 
purchases, or a total of $2 billion since 1991.

organ DonatIon

Over the course of the last two decades, a number of 
European countries have been running similar natural 
experiments with organ donation. Different coun-
tries have chosen different defaults for membership in 
organ donor pools. Opt- in countries require explicit 
consent to become a donor, while opt- out countries 
presume consent, requiring an active step to leave the 
pool.

We (Johnson and Goldstein, 2003) examined the 
role of defaults using an online experiment. We asked 
161 respondents whether they would be donors using 
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one of three questions. In the opt- in condition, par-
ticipants were told to assume that they had just moved 
to a new state where the default was to not be an organ 
donor; they were given a choice to confirm or change 
that status. The opt- out condition was identical, ex-
cept the default was to be a donor. The third, neutral, 
condition simply required them to choose with no 
prior default. The effort needed to complete the ex-
periment was the same in all conditions: respondents 
could change their choice with only a mouse click.

The randomly assigned default option had a dra-
matic impact, with revealed donation rates being 
about twice as high when opting out as when opting 
in. As can be seen in figure 24.1, the opt- out condi-
tion did not differ significantly from the neutral con-
dition, which required a choice without a default op-
tion. Only the opt- in condition, the current practice 
in the United States, was significantly lower.

Because there are many factors that might produce 
such effects in the real world, we examined the rate 
of agreement to become a donor across European 
countries with explicit-  or presumed- consent laws. 
From data reported in Gäbel (2002), which we sup-
plemented by contacting central registries for several 
countries, we estimated the effective consent rate, 
that is, the number of people who had opted in (in 
explicit- consent countries) or the number who had 
not opted out (in presumed- consent countries). If 
preferences concerning organ donation are strong, 
defaults should have little or no effect. However, as 
can be seen in figure 24.2, defaults make a large dif-
ference, with the four opt- in countries on the left hav-
ing lower rates than the seven opt- out countries on 

the right. The result is surprisingly strong: the two 
distributions have no overlap and nearly 60 percent-
age points separate the highest opt- in and the lowest 
opt- out countries. We suspect these effects are larger 
than those in our questionnaire because the cost of 
changing from the default is higher (e.g., filling out 
forms, making phone calls, or sending mail to change 
status).

Some opt- in countries have tried hard to increase 
donations: the Netherlands, upon creating its national 
registry, launched an extensive educational campaign 
and a mass mailing of more than 12 million letters 
(in a country of 15.8 million) asking citizens to regis-
ter, but this failed to substantially change the effective 
consent rate (Oz et al., 2003).

Could changes in defaults have an effect on the 
actual number of donations in a country? Using a 
time series of data from 1991 to 2001, we examined 
the actual number of caderveric donations made per 
million on a slightly larger list of countries. We used 
a regression analysis that controlled for differences 
in countries’ propensity toward donation, transplant 
infrastructure, educational level, and religion; all vari-
ables known to affect donation rates (Gimbel et al., 
2003).

While there are no differences across years, there is 
a strong effect of the default: figure 24.3 shows that 
when donation is the default, there is a significant 
(p < .02) increase in donation, increasing from 14.1 
to 16.4 per million, a 16.3% increase. Using similar 
techniques but looking only at 1999 for a broader 
set of countries, including many more from Eastern 
Europe, Gimbel et al. (2003) reported an increase  
from 10.8 to 16.9, a 56.5% increase (fig. 24.3). An 
alternate specification of the time series analysis by 
Abadie and Gay (2006) showed a larger increase that 
they claim, if applied to the United States, would 
eliminate the shortage in certain categories of organs.
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retIrement SavIngS

A third example involves contributions to retirement 
savings plans, perhaps the most important financial 
decision facing most Americans. Many workers are 
covered by a defined contribution plan, a 401(k) plan 
for example, in which people elect to save between 
0% and 12% of their income for retirement. The plans 
are attractive: the contributions are in pretax dollars, 
the money compounds free of tax, and an employer 
often matches the first 6%. Consistent with observa-
tions that Americans are not saving sufficiently to-
ward retirement, many people initially contribute the 
default, that is, nothing. However, when the default 
was altered, the result was a marked increase in sav-
ings (Madrian and Shea, 2001). One firm raised the 
default contribution from 0% to 3% and saw the per-
centage of new employees saving anything toward re-
tirement rise from 31% to 86%. However, the effect 
was almost too powerful: increasing the default to 3% 
surprisingly decreased the number of people electing 
to save more than 3%. This result has been replicated 
in several firms (Choi et al., 2001), raising questions 
about what default is optimal. A review of the ef-
fectiveness of automatic enrollment options in Save 
More Tomorrow plans (Benartzi, Peleg, and Thaler, 
2009) finds that enrollment rates are about 25% when 
people have to opt in to automatic increases of their 
savings, but 84% when they must opt out. With eco-
nomic stakes as large as these, it seems unlikely that 

default effects are attributable to “rational inaction” 
(Samuelson and Zeckhauser, 1988).

Internet prIvaCy polICIeS

When consumers sign up for a new Internet service, 
install a new piece of software, or order merchandise 
electronically, they are often presented with choices 
accompanied by a long and complex privacy policy 
statement. These policies outline the rights that the 
consumer and the firm agree to in conducting the 
transaction. These transactions often have default op-
tions. For example, the search site Google asks for  
explicit permission (opt in) to share a user’s data, 
but once that is given, Google assumes permission to 
extend that use (opt out). Such distinctions were a 
major point of contention between the United States 
and the European Union privacy policies, leading to 
what is termed the safe- harbor agreement harmoniz-
ing the two standards (Bellman et al., 2004).

We conducted a web- based experiment examining 
the willingness of visitors to a website to be contacted 
with solicitations for surveys (Bellman et al., 2001). 
Asking people to opt in to these paid surveys resulted 
in a 48.2% participation. When people had to opt out 
to not participate, 96.3% agreed to participate.

sex eDucation in Kansas

Sex education in schools has been a source of con-
troversy, and many localities have allowed parents to 
opt their children out of this instruction. However, 
several states, most recently Kansas, have changed the 
default. After significant controversy, including a tie  
vote, the Kansas State Board of Education joined 
three other states (Arizona, Nevada, and Utah) in 
requiring explicit permission for attendance in sex- 
education classes.2

mIlItary reCruItment anD the no ChIlD left  
BehInD aCt

An obscure element of the 2001 No Child Left 
Behind Act is the requirement that high schools give 
students’ names, addresses, and telephone numbers to  
military recruiters unless a parent explicitly informs 
the school district. The opt- out nature of consent 
here is explicitly stated in the law, perhaps in response 
to some districts banning recruiters from campus in 
response to the Don’t Ask- Don’t Tell policy.3

The opt- out requirement has been both con-
troversial and effective. In most school districts the 
majority of permission slips are not returned, which  
is the equivalent of granting permission. Few parents  

D
on

at
io

n 
ra

te
 p

er
 m

ill
io

n

Opt in

19

17

9

15

13

11

Opt out
Default

24.3. Estimated mean donation rate, 1991– 2001, in 
donors per million as a function of default (opt in vs. opt 
out) for two alternate time series analyses (Johnson and 
Goldstein, 2003, dark gray line; abadie and Gay, 2006, 
black line), and one cross- sectional analysis (Gimbel  
et al., 2003, light gray line).



420   •   Decision contexts

explicitly object to the release of information. Fair port, 
a district near Rochester, New York, decided to change 
the default. In this district, only 5% of the parents gave 
explicit permission. Fairport attracted national atten-
tion and the threat of losing all federal funding for the 
district if the opt- in policy stayed in place.

Do not Call regIStry

The National Do Not Call Registry is an apparent 
example of defaults not mattering. It has enrolled 
over 149 million households, almost all using a web-
site. The bill had strong support in the Senate with a 
unanimous vote and the House by a 418– 7 margin. 
It is prototypical of the idea of Notice and Consent, 
which has guided Federal Trade Commission Policy 
for the last twenty- five years (Center for Democracy 
and Technology, 2009), and provides partial protec-
tion against telemarketing calls. Exceptions are made 
for surveys, political speech (including robocalls), 
not- for- profit organizations, and firms that have an 
existing relationship with the consumer. Violating the 
Do Not Call Registry can result in significant fines for 
a company. Such a significant enrollment is impres-
sive, yet one has to wonder, How many of the re-
maining people would really have opted in to receive 
telemarketing calls?

The Causes of Default Effects

Why do defaults make such a difference? While ef-
fects this strong and robust are likely to have several 
causes, three broad categories suggest themselves: 
effort, implied endorsement, and loss aversion. The 
causes of default effects should be of interest not 
just to psychologists. Policy makers, corporations, 
and marketers need to manage their defaults, and 
potential interventions are both suggested and justi-
fied by an understanding of the causal mechanisms 
behind defaults. Similarly, the choice of interventions 
to minimize or harness default effects depends upon 
their causes. If in one context, default effects are due 
to effort, effort reduction is the suggested treatment 
and selection of the default should match a best guess 
of what the choice would be if there were no default. 
Other causes, for example, that the default is inter-
preted to be a recommendation, have different impli-
cations for management and intervention.

effort

In economics, transaction costs are a cause of mar-
ket failures. They represent a source of friction that 
prevents convergence to equilibrium because some 

trades that would be required to reach equilibrium 
become too expensive to perform. Similarly, default 
effects may be seen as a kind of market failure due 
to the effort required to register a choice. If the cost 
of registering one’s true preferences is high, then de-
fault options may be selected even when they would 
be rejected under frictionless choice. Such effects 
could well be classically rational if the benefits of ex-
pressing the preference are outweighed by the costs. 
Recall the insurance example of the drivers’ right to 
sue. To make a decision, one would have to take the 
time to read a complex statement, decide what is best 
given personal circumstances, fill out the form, and 
then hunt down a stamp and remember to drop the 
envelope into the mailbox. This may not be rational 
inaction: while this list of activities appears onerous, it 
seems unlikely for most people that the required ac-
tions offset the annual $300 savings available to those 
who might pick the limited tort policy.

A second type of effort is that involved in form-
ing a preference. One tenet in psychological decision- 
making research is that some preferences are not 
formed until a decision situation is encountered 
(Fischhoff, 1991; Payne, Bettman, and Johnson, 
1992; Slovic, 1995). If deciding how we feel is effort-
ful, this sort of just- in- time preference construction 
saves effort by avoiding tough choices about situa-
tions that may never be encountered. When eventu-
ally faced with difficult decisions, those who have not 
formed preferences can continue to avoid costs by 
adopting the default option as their preference. There 
is a large literature on preference construction that 
serves to suggest conditions under which default ef-
fects may be of particular concern. For example, peo-
ple who are less experienced with a given attribute are 
more likely to exhibit some kinds of context effects 
due to preference construction (Payne, Bettman, and 
Schkade, 1999).

StrategIC InCreaSeS In effort

Those who set defaults often have the power to 
make switching away from them difficult, which will 
only amplify default effects. While the first author 
was being interviewed on National Public Radio’s 
Marketplace, he had the opportunity to listen in as 
the host attempted to opt out of Verizon’s choice to 
share his calling records with third parties. While a 
company spokesperson attributed the long opt- out 
process to ensuring that the correct caller was identi-
fied, it is hard to see why the company would need his 
phone number, the first 13 digits of the account num-
ber (which were identical to the phone number and 
read back to him slowly by an unpleasant automated 
voice), his spoken name, his spoken address, his 
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spoken name (a second time), and his agreement to 
“place a restriction upon his account” to ensure that 
he was who he said he was. More likely, this could be 
characterized as raising switching costs strategically.

DeCISIon effort In eConomICS anD pSyChology

When does effort justify accepting a default? We need 
to make a distinction between rational inaction and 
regrettable inaction. Effort, in standard economics, is 
treated just like a transaction cost: if the benefit from 
expending the effort is less than or equal to the ben-
efits of thinking, then the effort is made. Thinking 
is not free in standard economics, but its cost never 
exceeds the benefit that it generates. Thus, cogni-
tion is not a consideration because it simply has a net 
cost of zero (Gabaix et al., 2006). In contrast, it is 
clear there are cases in which far too little effort is 
expended given the stakes. One particularly compel-
ling example involves decisions across time, such as 
cases in which expending effort in the present would 
prevent greater future effort or produce substantial 
future benefits. In these cases, excessive discounting 
of future benefits may contribute to increased default 
taking (Laibson, 1997; O’Donoghue and Rabin, 
2001; Zauberman, 2003). This suggests an intrigu-
ing application of what we know about intertemporal 
choice and the conditions in which perceived effort 
might lead to increased default taking.

Defaults as an effort tax

Defaults can impose costs upon decision makers. 
Consider the National Do Not Call Registry, which 
makes opting in difficult in at least two ways. First, 
access to the Internet is required to register. Perhaps 
most dramatically, the law contained an explicit shift 
in defaults. All phone numbers, by law, drop off the 
list five years after their registration.

The Federal Trade Commission (FTC) justified 
that this reenrollment is simple: “It is incredibly quick 
and easy to do,” Lydia Parnes, director of the FTC’s 
bureau of consumer protection, said in an interview 
with the Associated Press (Kerr, 2007). “It was so 
easy for people to sign up in the first instance. It will 
be just as easy for them to re- up.” Yet, we doubt that 
this is welfare maximizing for the participants. In es-
sence the FTC is imposing an asymmetric cost, penal-
izing the majority who would want to maintain their 
status and replacing it with an effort savings for those 
who would otherwise need to opt in. What may seem 
to be minor costs at the individual level are much 
larger in the aggregate. Assume that a significant ma-
jority of people (say 90%) would want to continue to 
opt out. Obviously calculating such costs may be a 

foolhardy exercise, but even if the “incredibly quick” 
task takes five minutes, then this imposes over 1,000 
person years of time reaffirming a stable preference 
even considering the savings for those who would 
prefer to hear from telemarketers.4

As this example suggests, defaults save effort only 
for those whose preferences coincide with the default 
option. Heeding effort considerations, one plausible 
principle for decision makers would be to choose de-
faults that mimic majority preferences (Sunstein and 
Thaler, 2003).

Implied endorsement

In the case of policy defaults, such as for organ donor 
status or pension plan membership, McKenzie, 
Liersch, and Finkelstein (2006) suggest that people 
interpret defaults as a recommended course of ac-
tion set out by policy makers. Consider the Kansas 
Sex Education case. A parent not knowledgeable 
of the content of a sex ed course may be unsure of 
their preferences for their child. The course may or 
may not fit their values, and it is not simple to pre-
dict how the course might be inappropriate: a serious 
treatment of abstinence or alternative lifestyles in the 
classroom may be deemed inappropriate by different 
parents. An important cue may be whether the board 
of education thinks the curriculum is suitable for most 
people (as might be signified by an opt- out policy) 
or maybe just a minority (as signified by an opt- in 
policy). McKenzie, Liersch, and Finkelstein argue 
that defaults can contain information about what the 
policy maker thinks is the right thing to do.

Sunstein and Thaler (2003) propose that the de-
fault selected by policy makers might be interpreted 
as an indication of what the majority chooses and that 
following a simple heuristic of imitation could lead  
to its widespread adoption (Henrich et al., 2001). In  
a marketplace context, Brown and Krishna (2004) 
posit that defaults set by marketers may be perceived 
as suggestions, and in the case of suspicious vendors, 
as manipulation attempts. Their experiments find that 
default effects are diminished or even backfire when 
consumers become sufficiently skeptical. The view of 
defaults as endorsements does not portray the selection 
of defaults as arising from cognitive limitations; on the 
contrary, it suggests that agents react to defaults with 
a kind of developed intelligence or “marketplace meta-
cognition” (Wright, 2002). To the extent this occurs, 
defaults might backfire, producing reactance.

loss aversion and reference Dependence

Every nontrivial choice involves a trade- off, surrender-
ing one thing to gain another. For example, consider  
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retirement savings. To start contributing to a re-
tirement plan, an employee must reduce present 
take- home pay to gain future income; the trade- off 
seems to be between a present loss and a future gain. 
However, if the employee were auto- enrolled in the 
retirement plan, then the choice to opt out might 
seem like that between a future loss (reduced retire-
ment income) and a present gain (a bigger paycheck). 
Formally, of course, these decisions are identical, but 
psychologically they are not. Loss aversion suggests 
that what is given up will have more impact upon 
choices than what is gained (Köszegi and Rabin, 
2006; Tversky and Kahneman, 1991). The change 
in reference points caused by defaults may result in 
a fairly remarkable change in the attractiveness of the 
two options. In the first case, the forgone income, the 
loss, has a greater impact upon choice; in the second, 
the lost future income is the loss and has a greater 
impact upon choice. This combination of shifting ref-
erence and loss aversion has been thought of as one 
of the major causes of default effects (Johnson et al., 
1993; Samuelson and Zeckhauser, 1988). In addition, 
default effects bear a similarity to endowment effects, 
in which the mere possession of an object increases its 
value relative to an amount of money. Defaults can be 
seen as instant endowments that cause an increase in 
value. Together, reference dependence and loss aver-
sion seem to provide a shift in perspective that can 
cause an option to seem more attractive.

empirical evidence

Given the size and robustness of default effects, we 
think it is unlikely that any of these three causes will 
emerge as the primary one. All three play roles in dif-
ferent situations, and it seems quite possible that the 
strength of each differs according to context.

While there is a need for further research exam-
ining the contribution of each cause, some guide-
lines may prove useful. Effort is most likely to have 
an effect when recording a preference is difficult or 
when preferences are unknown. As is the case when 
dealing with lengthy insurance forms or robotic tele-
phone instructions, the costs of switching can be 
real. However, with increasing consumer demand for 
user- friendly, web- based service platforms, the role 
of effort may be diminishing. As mentioned earlier, 
the default setting by the Kansas Board of Education 
might be a case in which implied endorsement looms 
large. Some websites, such as Dell for example, use 
explicit endorsement actually separating the default 
and recommended options. Finally, loss aversion 
probably plays a role, although this role has largely 
been assumed and not empirically demonstrated.

The relative role of two sources of default effects 
in a realistic scenario was examined in a web- based 

study that separately manipulated whether or not 
the default was already checked when presented to 
the decision maker and whether or not the language 
was framed positively (get further surveys) or as a loss 
(do not get further surveys) (Bellman, Johnson, and 
Lohse, 2001). The prechecking of the box would 
seem to combine a minimal- effort (since it is a web 
page) situation and an implied- endorsement situation. 
Supporting our argument that default effects have 
multiple causes, the rather weak linguistic manipula-
tion had about a 16% difference in sign- up rates. The 
prechecked box produced a change of about 30%, and 
interestingly, there was no interaction, suggesting that 
these were additive effects (fig. 24.4).

Dinner et al. (2011) examined the effect of de-
faults upon decisions, explicitly looking for evidence 
supporting a loss- aversion account. They asked par-
ticipants what kind of lightbulb they would prefer to 
have installed in a new renovation and manipulated 
the default as either a standard incandescent bulb or 
a more energy efficient, but more expensive, compact 
florescent bulb. As expected, they found a significant 
advantage with the default: 42% of the respondents 
chose the incandescent bulb when it was the default, 
but only 20% did so when it was not. They also asked 
participants to provide a thought listing as they made 
their choice. Consistent with the idea that a default 
changes the way that options are viewed, they found 
that the default option was mentioned earlier and 
more positively than the alternative. They argue that 
this is consistent with loss- aversion explanations of 
defaults and do not find support, in this particular 
case, for either effort or implied endorsement.
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Managing Defaults

Defaults and their effects are ubiquitous; however, 
knowledge about them is not. As a result, managers 
and policy makers often neglect the topic of defaults 
altogether. Recall how a month after the introduction 
of the much- hyped iPhone, customers started receiv-
ing very long itemized phone bills; in some cases the 
bills were hundreds of pages long. Almost all iPhone 
customers received these environmentally unfriendly 
bills, and many were surprised. How could this come 
about? AT&T, apparently in the rush to go to market,  
had included a prechecked question asking custom-
ers whether they wanted detailed billing information. 
In this case, default neglect led to wasted paper and 
postage. Why did Pennsylvania and New Jersey end 
up with opposing default policies for insurance? It has 
been argued that Pennsylvania’s trial lawyers made 
the change at the last minute, and that the governor 
did not think that the default would matter. We now 
know that he was wrong.

In the movie The Year of Living Dangerously, the 
translator and guide Billy Kwan borrows a line from 
Tolstoy and asks, “What then must we do?” While 
both Tolstoy and Kwan were talking about poverty, 
the question applies to defaults in public policy as 
well. After all, when designing choices, there is not 
a no- default option. What tools do policy makers 
have at their disposal? We present some here, with no 
claims of a complete list (for a more detailed inven-
tory and analysis, see Goldstein et al., 2008).

forced Choice or Default?

A policy maker might attempt to prevent people from 
not making a choice— a situation that we call forced 
choice (or mandated choice). This policy has appeal in 
cases where a policy maker is unclear about what op-
tion is best for most people (Goldstein et al., 2008).

In our research on organ donation, for example, 
we constructed a web page that required respondents 
to make a response before they could move on. Recall 
that this resulted in reported preferences that mim-
icked those of the opt- out group (see fig. 24.1). This 
is an important result because it suggests that the opt-
 in default is biased relative to no default, and that the 
opt- out default is closer to most people’s expressed 
wishes.5

Forced choice does come with a cost: the cost of 
making a decision. Although people find the thought 
of donating their own organs an aversive thought, de-
faults allow people to not make choices. Field expe-
rience with forced choice is instructive. The state of 
Virginia adopted a policy of asking people to make a 
choice about organ donation, but over 24% refused 
to report a preference (Klassen and Klassen, 1996). 

Results like this one suggest that forming a prefer-
ence may be costly in both cognitive and emotional 
terms. If this is the case, when the majority of people 
have a preference to donate, a default would spare 
this majority the effort of making an onerous choice. 
Defaults not only make a difference in what is chosen, 
they can also make decisions easier. Mandated choice, 
in contrast, forces these costs on all.

The alternative to forced choice is the use of a de-
fault. However, defaults come in many varieties. In 
the next section we will summarize these and provide 
some guidelines for their use.

mass Defaults

In many cases, it is desirable to have defaults that are 
the same for all people. Various laws might dictate 
that all people be presented with the same set of op-
tions expressed in the same way. In these cases, the 
only alternative to forced choice is a “mass default” 
policy.

BenIgn DefaultS

If a no- default option is not viable, a reasonable alter-
native would be a benign default, that is, the option 
that would be selected had no default been present. 
The appeal of this principle is simple: it appears to 
“do no harm” because one might assume that choices 
might be unaffected by the default. However, this op-
tion is less attractive than it might initially appear. One 
reason is that the default option might be selected too 
often, in part because it is the default. Recall that set-
ting defaults for retirement savings increased savings 
overall but that the default of 3% reduced the number 
of people saving at a higher rate. A second, related 
issue is consumer heterogeneity: people differ in what 
constitutes for them a good decision. To illustrate, 
consider the example of automobile air bags. They do  
save lives, and the law requires their installation in 
all automobiles sold in the United States. However, 
they do not universally increase utility for all people. 
They can cause injury, or even death to small- stature 
people, particularly women and children. The benefits 
accrue more to those who are most likely to get in 
accidents, such as inebriated or careless drivers. Thus, 
while air bags do save lives, they also do not univer-
sally improve welfare for everyone. As a universal pol-
icy, this might cause some drivers harm and ignores 
the possibility of taking advantage of what is known 
about specific decision- makers. When purchasing au-
tomobiles, a 90- pound, 5- foot, 1- inch woman might 
be presented with a different default than, say, a 280- 
pound, 6- foot, 4- inch man. There are many applica-
tions of defaults where there are significant differ-
ences in needs.
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Another simple example would be retirement in-
vesting, where an important decision is the allocation 
of funds between investments. Here, a one- size- fits- 
all default may yield better outcomes than a domi-
nated option (such as leaving the money uninvested). 
This would suggest that a benign default would be 
good. But this would be inferior to what we will call a 
personalized default. Thus benign defaults seem most 
appropriate (1) when there is little heterogeneity in 
preferences, and (2) when most people might not 
make good decisions in the absence of defaults. The 
main benefit of benign defaults would be effort sav-
ings on the part of decision makers, and a potential 
increase in the quality of decisions.

ranDom DefaultS

An alternative to identifying a good ‘one- size fits all’ 
benign default would be to randomly assign people 
to options. At first blush this may seem rather cava-
lier: surely people might do better left to their own 
devices. Yet policy makers have used such defaults. If 
a senior did not make an active choice for Medicare 
Part D prescription drug coverage, they were ran-
domly assigned to a provider and plan. This reflects, 
perhaps, the uncertainty of officials in determining 
how to choose benign defaults. While they have been 
criticized, they do have one advantage: randomized 
defaults can help an organization learn what different 
people might choose and thus set better defaults in 
the future. By monitoring how people change their 
choices, policy makers can observe which defaults are 
the most popular and which ones lead people to bad 
choices. In the absence of any information suggesting 
better defaults, the use of random defaults can be a 
useful, albeit temporary, tool as part of an ongoing 
process of learning how to be of greater service to 
people.

personalized Defaults

Under personalized defaults, knowledge about indi-
viduals is used to custom- tailor their defaults. Many 
firms, especially those that interact with customers on-
line, are actively experimenting with personalized de-
faults (Goldstein et al., 2008). Since the interaction be-
tween policy makers and the public is moving online, 
we expect that personalized defaults will play a leading 
role in the future of policy design. Two basic personal-
ized defaults are persistent defaults and smart defaults.

perSIStent DefaultS

A persistent defaults policy takes as a default that 
which the person chose last time. For instance, when 

a customer specifies to an airline that they prefer aisle 
seats, the airline may continue to assume the pas-
senger wants an aisle seat unless they actively indi-
cate otherwise. As we have seen with the example of 
the Do Not Call registry, some policy defaults revert 
rather than persist, to the possible displeasure of those 
who actively joined the registry. A persistent default is 
useful when one’s past choices are likely predictors of 
current choices.

Smart DefaultS

A smart defaults policy uses individual measurements, 
such as a person’s demographic or geographic profile, 
to assign a default that is likely to be suitable. In the 
case of allocating retirement savings, default options 
might be selected in consideration of the age of the 
participant: an older employee might be presented 
with a less risky allocation by default in comparison 
to a younger one. To return to our air- bag example, 
we would want to customize the deployment rate of 
the air bag to fit the stature of the driver. In fact, since 
2005, such “smart” air bags have been issued in new 
automobiles. Such knowledge of what consumers 
would want, is, after all, one of the major activities 
of the marketing function; it may arguably be a func-
tion of public policy as well. Of course, individualized 
predictions are less than perfect, and gathering the in-
formation needed to customize defaults can have its 
costs. However, the cost of not customizing is also 
quite real, and if one believes that defaults have strong 
effects, one might want to ensure that they are set as 
intelligently as possible. In addition, correct classifica-
tions have the benefit of effort savings for decision 
makers.

Costs, Benefits, and Efficient Defaults

Every choice of default has costs and benefits. To help 
illustrate this, we have characterized those costs in 
table 24.1 using the data from our study on organ 
donation (Johnson and Goldstein, 2003). In particu-
lar, we drew on the no- default condition (to identify 
the intended categorization that is present without 
defaults) and the data from the opt- in and opt- out 
conditions to identify the effect of each default, as-
suming that the observed default effect affected in-
tended donors and nondonors equally.

This table suggests three observations. First, al-
most every public policy has a no- action default, and 
the wise selection of defaults entails a balance between 
these costs. Using data from the study, we can see 
how the defaults affect choices. If the forced- choice 
condition reflects what people really want to do, it 
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appears that 45% of the population consists of poten-
tial donors who are misclassified in the opt- in frame 
currently used in the United States. These are people 
who would donate if forced to make decisions. These 
are quite rough estimates of the realized catego-
ries, since the procedures used to obtain agreement 
are often complex and depend upon the agreement 
of family members, and default effects are probably 
not independent of no- default choices. However, the 
point remains that default choices have real costs and 
that using the wrong default imposes very real op-
portunity costs.

Second, the idea that preferences are constructed 
provides an important alternative to the view that in-
centives are required to change behavior. For organ 
donation, there is a widespread belief in some circles 
that organ shortages are due to the lack of a market 
with incentives for the provision of live donations. 
Becker and Elias (2007) estimate that the shortage of 
living donations of kidneys could be overcome with a 
market price of $5,000. However, the available data 
suggest that most Americans approve of organ dona-
tion in the abstract but that many fewer have decided 
to become donors. Our diagnosis is different: we be-
lieve that many people have not made a decision, and 
the resulting prescription suggests that defaults will 
have a significant role in determining their status.

Finally, there is another cost, which is not consid-
ered in table 24.1— the cost of making a decision. In 
table 24.1, 45% (33% + 12%) of the population would 
be correctly classified if they do not change the de-
fault. However, an almost identical proportion, 45%, 
is misclassified because they do not make an active 
decision. The imposition of an opt- in requirement 
imposes an effort upon them that they do not under-
take, costing many lives. A no- default option would 
impose the cost of making and registering a decision 
on the entire population. Finally, the opt- out default 
comes closer to what is observed in the forced- choice 
condition and imposes the cost of making an active 

choice on a smaller group, the 21% who do not want 
to be donors.

Defaults are Cheap Compared to the alternatives

Defaults are very efficient ways of changing behavior. 
To continue with the organ- donation example, recall 
that the Netherlands had attempted a large- scale mail-
ing and public service campaign to increase the size of 
the donor pool. Although effective when compared 
to those of other countries, its effect was smaller than 
those resulting from changing the default. Since per-
suasive advertising is expensive, we would argue that 
there are many cases in which switching defaults is 
a much- lower- cost alternative. Thus, when compared 
to economic incentives or extensive educational or 
persuasive campaigns designed to influence people to 
make active decisions, changing a default can be an 
attractive alternative.
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1. Defaults are known by different names in different 
domains. The medical literature speaks of presumed versus 
explicit consent. In the domain of privacy policy and mar-
keting, policies are classified as either opt in or opt out. In 
financial services, an action taken in the absence of a decision 
is sometimes referred to as a negative election.

2. Our thanks to Nicholas Epley for sharing this example.
3. Our thanks to Eldar Shafir for bringing this example 

to our attention.
4. Simply, this is the cost to those who do not want 

Table 24.1 Relationship between defaults, categorization, and types of errors

Intended categorization (no default)

realized categorization 
(opt in)

Donor (79%) Not donor (21%)

Donor (42%) Correct classification 33% Incorrect classification, 
potential for indignation, 
negative publicity 8%

Not donor (58%) Incorrect classification;  
potential lives saved  
forgone 45.8%

Correct classification 12%
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phone calls (.9*149 million*5 minutes) minus the savings to 
those who do (.1*149 million*5 minutes) or 1,056.9 person 
years. The Do- Not- Call Improvement Act of 2007 retained 
prior selections but also kept the do- call default.

5. Subsequent research using similar questions and re-
spondents shows two things that have changed since the 
2002 execution of this study. First, consistent with national 
polling data, the number of people willing to donate has in-
creased to more than 50%. Second, and perhaps as a result, 
the no- default condition has moved closer to the middle  
of the opt- in and opt- out defaults. Still, the fact remains that 
the majority of people in the no- default condition would 
donate.
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Choice Architecture
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Consider the following hypothetical example:
The director of food services for a large city school 

system runs a series of experiments that manipulate 
the way in which the food is displayed in cafeterias. 
Not surprisingly, she finds that what the children eat 
depends on such things as the order of the items. 
Foods displayed at the beginning or end of the line 
are more likely to be eaten than items in the middle, 
and foods at eye level are more likely to be consumed 
than those in less salient locations. The question is, 
What use should the director make of this newfound 
knowledge?

Here are a few options to consider:

1. Arrange the food to make the students best off, all 
things considered.

2. Choose the food order at random.
3. Try to arrange the food to get the kids to pick the 

same foods they would choose on their own.
4. Maximize the sales of the items from the suppliers 

that are willing to offer the largest bribes.
5. Maximize profits, period.

Option 1 has obvious appeal. Although there 
can be some controversies, few would argue with 
the premise that the kids would be better off eating 
more fruits and vegetables and fewer burgers, fries, 
and sweets. Yes, this option might seem a bit intru-
sive, even paternalistic, but the alternatives are worse! 
Option 2, arranging the food at random, could be 
considered fair- minded and principled, and it is in one 
sense neutral. But from the perspective of a practical 
food service director, does it make any sense to scatter 
the ingredients to a salad bar at random through the 
line or separate the hamburgers from the buns? Also, 
if the orders are randomized across schools, then the 
children at some schools will have less healthy diets 
than those at other schools. Is this desirable?

Option 3 might seem to be an honorable attempt 
to avoid intrusion: try to mimic what the children 

would choose for themselves. Maybe this should 
be thought of as the objectively neutral choice, and 
maybe the director should neutrally follow people’s 
wishes (at least where she is dealing with older stu-
dents). But a little thought reveals that this is a diffi-
cult option to implement. The experiments prove that 
what kids choose depends on the order in which the 
items are displayed. What, then, are the true prefer-
ences of the children? What does it mean to try to 
devise a procedure for determining what the students 
would choose “on their own”? In a cafeteria, it is im-
possible to avoid some way of organizing food.

Option 4 might appeal to a corrupt cafeteria man-
ager, and manipulating the order of the food items 
would put yet another weapon in the arsenal of avail-
able methods to exploit power. But if the director is 
honorable and honest this would not have any appeal. 
Like Options 2 and 3, Option 5 has some appeal, espe-
cially to a trained economist or a food- services director 
who is given incentives to follow this approach. But  
the school district must balance a range of priorities 
and requirements. Does it want its cafeterias to act 
as profit centers if the result is to make children less 
healthy?

In this example the director is what we call a choice 
architect. A choice architect has the responsibility for 
organizing the context in which people make deci-
sions. Although this example is a figment of our imag-
ination, many real people turn out to be choice ar-
chitects, most without realizing it. Doctors describing 
the available treatments to patients, human- resource 
administrators creating and managing health- care 
plan enrollment, marketers devising sales strategies, 
ballot designers deciding where to put candidate 
names on a page, parents explaining the educational 
options available to a teenager; these are just a few 
examples of choice architects.

As the school cafeteria shows, small and appar-
ently insignificant details can have major impacts on 
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people’s behavior. A good rule of thumb is to assume 
that “everything matters.” Even something as seem-
ingly insignificant as the shape of a door handle. Early 
in Thaler’s career, he taught a class on managerial de-
cision making to business school students. Students 
would sometimes leave class early to go for job inter-
views (or a golf game) and would try to sneak out of 
the room as surreptitiously as possible. Unfortunately 
for them, the only way out of the room was through a 
large double door in the front in full view of the entire 
class (though not directly in Thaler’s line of sight). 
The doors were equipped with large, handsome wood 
handles that were vertically mounted cylindrical pulls 
about two feet in length.

When the students came to these doors, they were 
faced with two competing instincts. One instinct says 
that to leave a room you push the door. This instinct 
is part of what psychologists call the reflective system, 
a deliberate and self- conscious thought process by 
which humans use logic and reasoning to help them 
make decisions. The other instinct says, when faced 
with large wooden handles that are obviously de-
signed to be grabbed, you pull. This instinct is part of 
what is called the automatic system, a rapid, intuitive 
process that is not associated with what we would tra-
ditionally consider thinking.1 It turns out that the lat-
ter instinct— the gut instinct— trumped the former— 
the conscious thought— and every student leaving the 
room began by pulling on the handle. Alas, the door 
opened outward.

At one point in the semester, Thaler pointed out 
this internal conflict to the class, as one embarrassed 
student was pulling on the door handle while trying to 
escape the classroom. Thereafter, as a student got up 
to leave, the rest of the class would eagerly wait to see 
whether the student would push or pull. Amazingly, 
most still pulled! Their automatic systems triumphed; 
the signal emitted by that big wooden handle simply 
could not be screened out.

Those doors are examples of poor architecture 
because they violate a simple psychological principle 
known as stimulus response compatibility, whereby 
the signal to be received (the stimulus) must be con-
sistent with one’s desired action. When signal and de-
sire are in opposition, performance suffers and people 
blunder.

Consider, for example, the effect of a large, red, 
octagonal sign that reads “GO.” The difficulties in-
duced by such incompatibilities are easy to show 
experimentally. One of the most famous such dem-
onstrations is the Stroop (1935) test. In the modern 
version of this experiment, people see words flashed 
on a computer screen and they have a very simple 
task. They press the right button if they see a word 
that is displayed in red, and press the left button if 

they see a word displayed in green. People find the 
task easy and can learn to do it very quickly with great 
accuracy. That is, until they are thrown a curve ball, 
in the form of the word green displayed in red, or the 
word red displayed in green. For these incompatible 
signals, response time slows and error rates increase. 
A key reason is that the automatic system reads the 
word faster than the color naming system can decide 
the color of the text. See the word green in red text 
and the nonthinking automatic system rushes to press 
the left button, which is, of course, the wrong one.

Although we have never seen a green stop sign, 
doors such as the ones described above are common-
place, and they violate the same principle. Flat plates 
say “push me” and big handles say “pull me,” so do 
not expect people to push big handles! This is a fail-
ure of architecture to accommodate basic principles of 
human psychology. Life is full of products that suffer 
from such defects. Is it not obvious that the largest 
buttons on a television remote control should be the 
power, channel, and volume controls? Yet how many 
remotes have the volume control the same size as the 
“input” control button (which if pressed accidentally 
can cause the picture to disappear)?

This sort of design question is not a typical one for 
economists to think about because economists have a 
conception of human behavior that assumes, implic-
itly, that everyone relies completely on their reflective 
system, and a mighty good one at that! Economic 
agents are assumed to reason brilliantly, catalogue huge  
amounts of information that they can access instantly 
from their memories, and exercise extraordinary will-
power. We call such creatures Econs. Plain old Humans 
make plenty of mistakes (even when they are con-
sciously thinking!) and suffer all types of breakdowns in 
planning, self- control, and forecasting, as documented 
in many of the other chapters in this book.

Since the world is made up of Humans, not Econs, 
both objects and environments should be designed 
with Humans in mind. A great introduction to the 
topic of object design for humans is Donald Norman’s 
wonderful book The Design of Everyday Things 
(1990). One of Norman’s best examples is the design 
of a basic four- burner stove. Most such stoves have the 
burners in a symmetric arrangement, with the controls 
arranged in a linear fashion below. In this set- up, it is 
easy to get confused about which knob controls the 
front burner and which controls the back, and many 
pots and pans have been burned as a result.

Norman’s basic lesson is that designers need 
to keep in mind that the users of their objects are 
Humans who are confronted every day with myriad 
choices and cues. The goal of this essay is to develop 
the same idea for people who create the environments 
in which we make decisions: choice architects. If you 
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indirectly influence the choices other people make, 
you have earned the title. Consider the person who 
designs the menu in a restaurant. The chef will have 
decided what food will be served, but it is someone 
else’s job to put those offerings on paper (or black-
board), and there are lots of ways to do this. Should 
hot starters be in a different category from cold ones? 
Are pasta dishes a separate category? Within catego-
ries, how should dishes be listed? Where should prices 
be listed? In a world of Econs, these details would not 
matter, but for Humans, nearly everything matters, 
so choice architects can have considerable power to 
influence choices. Or to use our preferred language, 
they can nudge.

Of course, choice architects do not always have 
the best interests of the people they are influenc-
ing in mind. The menu designer may want to push 
profitable items or those about to spoil by printing 
them in bold print. Wily but malevolent nudgers, 
such as pushy mortgage brokers, can have devastat-
ing effects on the people who are influenced by them. 
Conscientious choice architects, however, do have the 
capability to self- consciously construct nudges in an 
attempt to move people in directions that will make 
their lives better. And since the choices these choice 
architects are influencing are going to be made by 
Humans, they will want their architecture to reflect 
a good understanding of how humans behave. In this 
chapter, we will offer some basic principles of effective 
choice architecture.

Defaults: Padding the Path of Least Resistance

For reasons of laziness, fear, and distraction, many 
people will take whatever option requires the least ef-
fort, or the path of least resistance. All these forces 
imply that if, for a given choice, there is a default 
option— an option that will obtain if the chooser 
does nothing— then we can expect a large number of 
people to end up with that option, whether or not it 
is good for them. These behavioral tendencies toward 
doing nothing will be reinforced if the default option 
comes with some implicit or explicit suggestion that 
it represents the normal or even the recommended 
course of action.

Defaults are ubiquitous and powerful. They are 
also unavoidable in the sense that for any node of a 
choice architecture system, there must be an associ-
ated rule that determines what happens to the deci-
sion maker if she does nothing. Of course, usually 
the answer is that if I do nothing, nothing changes; 
whatever is happening continues to happen. But not 
always. Some dangerous machines, such as chain 
saws and lawn mowers, are designed with “dead man 

switches,” so that once a user lets go of the handle, 
the machine’s blades stop. Some “big kid” slides at 
playgrounds are built with the first step about two feet 
off the ground to keep smaller kids from getting on 
and possibly hurting themselves.2 When you leave a 
computer alone for a while to answer a phone call, 
nothing is likely to happen for a given period, after 
which the screen saver comes on. Neglect the com-
puter long enough, and it may lock itself. Of course, 
a user can decide how long it takes before the screen 
saver comes on, but implementing that choice takes 
some action. Most computers come with a default 
time lag and a default screen saver. Chances are, those 
are the settings most people still have.

Downloading a new piece of software requires 
numerous choices, the first of which is “regular” or 
“custom” installation. Normally, one of the boxes is 
already checked, indicating it is the default. Which 
boxes do the software suppliers check? Two different 
motives are readily apparent: helpful and self- serving. 
Making the regular installation the default would be 
in the helpful category if most users will have trouble 
with the custom installation. Sending unwanted pro-
motional spam to the user’s email account would be 
in the self- serving category. In our experience, most 
software comes with helpful defaults regarding the 
type of installation, but many come with self- serving 
defaults on other choices. Just like choice architects, 
notice that not all defaults are selected to make the 
chooser’s life easier or better.

Many organizations, public and private, have dis-
covered the immense power of default options, big 
and small. Consider the idea of automatic renewal 
for magazine subscriptions. If renewal is automatic, 
many people will subscribe, for a long time, to maga-
zines they do not read. Or the idea of automatically 
including seat reservations or travel insurance (for an 
extra charge, of course) when customers book train 
or airline tickets (Goldstein et al., 2008). Smart or-
ganizations have moved to double- sided printing 
as the default option. During the presidential cam-
paign, Barack Obama’s chief campaign advisor, David 
Plouffe, ordered all printers to be put on this setting, 
and the city of Tulsa, Oklahoma, estimates it will save 
more than $41,000 a year with double- sided printing 
(Simon, 2008).

The choice of the default can be quite contro-
versial. Here are two examples. Faced with a budget 
crunch and the possible closing of some state parks 
because of the recent recession, Washington State 
legislators switched the default rule on state park fees 
that drivers pay when they renew their license plates. 
Before the recession, paying the $5 fee had been an 
option for drivers. The state switched from an opt-
 in to an opt- out arrangement, in which drivers are 
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charged unless they ask not to pay it. For transpar-
ency, the state provides information to each driver 
explaining the reason behind the change. So far, the 
move has worked, though critics do not think it is a 
long- term solution to the state’s financial problems.

In another example, an obscure portion of the No 
Child Left Behind Act requires that school districts 
supply the names, addresses, and telephone numbers 
of students to the recruiting offices of the branches 
of the armed forces. However, the law stipulates that 
“a secondary school student or the parent of the stu-
dent may request that the student’s name, address, 
and telephone listing not be released without prior 
written parental consent, and the local educational 
agency or private school shall notify parents of the 
option to make a request and shall comply with any 
request” (NCLB, 2002). Some school districts, such 
as Fairport, New York, interpreted this law as allowing 
them to implement an opt- in policy. That is, parents 
were notified that they could elect to make their chil-
dren’s contact information available, but if they did 
not do anything, this information would be withheld. 
This reading of the law did not meet with the approval 
of then- Secretary of Defense Donald Rumsfeld. The 
Departments of Defense and Education sent a letter 
to school districts asserting that the law required an 
opt- out implementation. Only if parents actively re-
quested that the contact information on their children 
be withheld would that option apply. In typical bu-
reaucratic language, the departments contended that 
the relevant laws “do not permit LEA’s [local educa-
tional agencies] to institute a policy of not providing 
the required information unless a parent has affirma-
tively agreed to provide the information.”3 Both the 
Department of Defense and the school districts real-
ized that opt- in and opt- out policies would lead to 
very different outcomes. Not surprisingly, much hue 
and cry ensued.

We have emphasized that default rules are 
inevitable— that private institutions and the legal 
system cannot avoid choosing them. In some cases, 
though not all, there is an important qualification to 
this claim. The choice architect can force the choos-
ers to make their own choice. We call this approach 
required choice, or mandated choice. In the software 
example, required choice would be implemented by 
leaving all the boxes unchecked and by requiring that 
at every opportunity one of the boxes be checked in 
order for people to proceed. In the case of the provi-
sion of contact information to the military recruiters, 
one could imagine a system in which all students (or 
their parents) are required to fill out a form indicating 
whether they want to make their contact information 
available. For emotionally charged issues like this one, 
such a policy has considerable appeal, because people 

might not want to be defaulted into an option that 
they might hate (but fail to reject because of inertia or 
real, or apparent, social pressure).

A good example where mandated choice has con-
siderable appeal is organ donation. As discussed by 
Johnson and Goldstein (2003) some countries have 
adopted an opt- out approach to organ donation 
called presumed consent. This approach clearly maxi-
mizes the number of people who (implicitly) agree to 
make their organs available. However, some people 
strenuously object to this policy, feeling that the gov-
ernment should not presume anything about their 
organs. An effective compromise is mandated choice. 
For example, in Illinois when drivers go to get their 
license renewed and a new photograph taken they are 
required to answer the question, Do you wish to be 
an organ donor? before they can get their license. This 
policy has produced a 60% sign- up rate compared to 
the national average of 38%.4 Furthermore, since the 
choice to be a donor is explicit rather than implicit, 
family members of deceased donors are less likely to 
object.

We believe that required choice, which is favored 
by many who like freedom, is sometimes the best way 
to go. But consider two points about the approach. 
First, Humans will often consider required choice to 
be a nuisance or worse and would much prefer to have 
a good default. In the software example, it is helpful 
to know what the recommended settings are. Most 
users do not want to have to read an incomprehensi-
ble manual in order to determine which arcane setting 
to elect. When choice is complicated and difficult, 
people might greatly appreciate a sensible default. It 
is hardly clear that they should be forced to choose.

Second, required choosing is generally more ap-
propriate for simple yes- or- no decisions than for more 
complex choices. At a restaurant, the default option 
is to take the dish as the chef usually prepares it, with 
the option to substitute or remove certain ingredi-
ents. In the extreme, required choosing would imply 
that the diner has to give the chef the recipe for every 
dish she orders! When choices are highly complex, re-
quired choosing may not be a good idea; it might not 
even be feasible.

Expect Error

Humans make mistakes. A well designed system ex-
pects its users to err and is as forgiving as possible. 
Some examples from the world of real design illus-
trate this point.

In the Paris subway system, Le Métro, users 
insert a paper card the size of a movie ticket 
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into a machine that reads the card, leaves a 
record on the card that renders it “used,” and 
then spits it out from the top of the machine. 
The cards have a magnetic strip on one side but 
are otherwise symmetric. Intelligent subway 
card machines are able to read the strip no 
matter which way a user inserts her card. In 
stark contrast to Le Métro is the system used in 
most Chicago parking garages. When entering 
the garage, a driver puts a credit card into a 
machine that reads it and remembers the infor-
mation. Then when leaving, the driver inserts 
the card again into another machine at the exit. 
This involves reaching out of the car window 
and inserting the card into a slot. Because credit 
cards are not symmetric, there are four possible 
ways to put the card into the slot (face up or 
down, strip on the right or left). Exactly one 
of those ways is the right way. And in spite of 
a diagram above the slot, it is very easy to put 
the card in the wrong way, and when the card 
is spit back out, it is not immediately obvious 
what caused the card to be rejected or to recall 
which way it was inserted the first time.

Over the years, automobiles have become 
much friendlier to their Human operators. 
They buzz when the seat belts are not buckled. 
Warning signs flash when the gas gauge is low, 
or the oil life is almost over. Many cars come 
with an automatic switch for the headlights that 
turns them on when the car is operating and 
off when it is not, eliminating the possibility 
of leaving lights on overnight and draining the 
battery.

But some error-forgiving innovations are surpris-
ingly slow to be adopted. Take the case of the gas 
tank cap. On any sensible car the gas cap is attached 
by a piece of plastic, so that when a driver removes the 
cap she cannot drive off without it. This plastic cap is 
so inexpensive that once one firm had the good idea 
to include this feature, there should be no excuse for 
building a car without one.

Leaving the gas cap behind is a special kind of pre-
dictable error psychologists call a postcompletion error 
(Byrne and Bovair, 1997). The idea is that once the 
main task is finished, people tend to forget things re-
lating to previous steps. Other examples include leav-
ing ATM cards in the machine after withdrawing cash, 
or leaving the original in the copying machine after 
making copies. Most ATMs (but not all) no longer 
allow this error because the card is returned imme-
diately. Another strategy, suggested by Norman, is to 
use what he calls a forcing function. In order to ac-
complish a desire, another step must first be taken. If 

a user has to remove her card before physically receiv-
ing her cash, she will not forget it.

Another automobile- related bit of good 
design involves the nozzles for different variet-
ies of gasoline. The nozzles that deliver diesel 
fuel are too large to fit into the opening on cars 
that use gasoline, so it is not possible to make 
the mistake of putting diesel fuel in a gasoline- 
powered car (though it is still possible to make 
the opposite mistake). The same principle has 
been used to reduce the number of errors 
involving anesthesia. One study found that 
human error (rather than equipment failure) 
caused 82% of the “critical incidents.” A com-
mon error was that the hose for one drug was 
hooked up to the wrong delivery port, so the 
patient received the wrong drug. This problem 
was solved by designing the equipment so that 
the gas nozzles and connectors were different 
for each drug. It became physically impos-
sible to make this previously frequent mistake 
(Vicente, 2006).

A major problem in health care that costs 
billions of dollars annually is called drug com
pliance. Many patients, especially the elderly, 
are on medicines they must take regularly and 
in the correct dosage. So here is a choice-
architecture question: How should a drug 
designer construct a dosage schedule?

If a one time dose administered immediately by 
the doctor (which would be best on all dimensions 
but is often technically infeasible) is ruled out, then 
the next- best solution is a medicine taken once a day, 
preferably in the morning. It is clear why once a day 
is better than twice (or more) a day. Because the more 
often a patient must take the drug, the more oppor-
tunities she has to forget. But frequency is not the 
only concern; regularity is also important. Once a 
day is much better than once every other day because 
this schedule activates the automatic system. Taking 
the pill becomes a habit. By contrast, remembering 
to take medicine every other day is beyond most 
Humans. (Similarly, meetings that occur every week 
are easier to remember than those that occur every 
other week.) Some medicines are taken once a week, 
and most patients take this medicine on Sundays (be-
cause that day is different from other days for most 
people and thus easy to associate with taking one’s 
medicine).

Birth control pills present a special problem along 
these lines, because they are taken every day for three 
weeks and then skipped for one week. To solve this 
problem and to make the process automatic, the pills 
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are typically sold in a special container that contains 
twenty- eight pills, each in a numbered compartment. 
Patients are instructed to take a pill every day, in 
order. The pills for days twenty- two through twenty- 
eight are placebos whose only role is to facilitate com-
pliance for Human users.

Another serious problem in the world of medicine 
stems from the often frenzied hospital environment. 
Because a patient’s medical care can require hundreds 
of decisions each day, some doctors and hospital ad-
ministrators have experimented with using checklists 
for certain treatments where human error can lead to 
serious harm. The checklists contain simple, routine 
actions, all of which doctors learned in medical school 
but may simply forget to follow because of time 
constraints, stress, or distractions. For instance, the 
checklist designed by a critical- care specialist at Johns 
Hopkins Hospital for treating line infections included 
five simple steps from washing one’s hands with soap 
to putting a sterile dressing over the catheter site once 
the line is in.

The point of the checklists was twofold. It helped 
with memory recall, which is critical in a hospital 
where events like a person writhing in pain can easily 
make you forget about whether you have washed your 
hands. The checklist also broke down the entire com-
plex process into a series of steps that allowed staffers 
to better see what constituted a high standard of per-
formance. The results from what seem like just simple 
reminders stunned the doctors. The ten- day line-
infection rate fell from 11% to zero. After fifteen more 
months, only two patients got line infections. Forty 
three infections and eight deaths had been prevented. 
Two million dollars had been saved (Gawande, 2007, 
2010; Pronovost et al., 2006).

While working on Nudge (Thaler and Sun-
stein, 2008), Thaler sent an email to Google’s 
chief economist, Hal Varian. He intended to 
attach a draft of the introduction to give Varian 
an overview of the book but forgot the attach-
ment. When Varian wrote back to ask for the 
missing attachment, he noted that Google was 
experimenting with a new feature on its email 
program, Gmail, that would solve this problem. 
A user who mentions the word attachment but 
does not include one would be prompted with 
“Did you forget your attachment?” Thaler sent 
the attachment along and told Varian that this 
was exactly what the book was about.

Visitors to London who come from the 
United States or Europe have a problem being 
safe pedestrians. They have spent their entire 
lives expecting cars to come at them from the 
left, and their automatic system knows to look 

that way. But in the United Kingdom automo-
biles drive on the left- hand side of the road, 
and so the danger often comes from the right. 
Many pedestrian accidents occur as a result. 
The city of London tries to help with good 
design. On many corners, especially in neigh-
borhoods frequented by tourists, the pavement 
has signs that say, “Look right!”

Give Feedback

The best way to help Humans improve their perfor-
mance is to provide feedback. Well- designed systems 
tell people when they are doing well and when they are 
making mistakes. Some examples are the following:

Digital cameras generally provide better 
feedback to their users than film cameras. After 
each shot, the photographer can see a (small) 
version of the image just captured. This elimi-
nates errors that were common in the film era, 
from failing to load the film properly (or at all), 
to forgetting to remove the lens cap, to cutting 
off the head of the central figure of the picture. 
However, early digital cameras failed on one 
crucial feedback dimension. When a picture 
was taken, there was no audible cue to indicate 
that the image had been captured. Modern 
models now include a satisfying, but completely 
fake, shutter click sound when a picture has 
been taken. Some cell phones, especially those 
aimed at the elderly, include a fake dial tone, for 
similar reasons.

One of the most scenic urban highways in 
the world is Chicago’s Lake Shore Drive, which 
hugs the Lake Michigan coastline that is the 
city’s eastern boundary. The drive offers stun-
ning views of Chicago’s magnificent skyline. 
There is one stretch of this road that puts driv-
ers through a series of S curves. These curves 
are dangerous. Many drivers fail to take heed of 
the reduced speed limit (25 mph) and wipe out. 
In September 2006, the city adopted a new 
strategy for slowing traffic. It painted a series of  
white lines perpendicular to the traveling cars. 
The lines progressively narrow as drivers approach  
the sharpest point of the curve, giving them the 
illusion of speeding up, and nudging them to 
tap their brakes.

Until the recent release of data by the Chicago 
Department of Transportation, only anecdotal ac-
counts provided any indication of how effective the 
lines had been in preventing accidents. According to 
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an analysis conducted by city traffic engineers, there 
were 36% fewer crashes in the six months after the 
lines were painted compared to the same six-month 
period the year before (September 2006– March 2007 
and September 2005– March 2006). This level of re-
duction at the cost of some extra paint is remarkable. 
To see if it could make the road even safer, the city 
installed a series of overhead flashing beacons, yel-
low and black chevron alignment signs, and warning 
signs posting the reduced advisory speed limit. Again, 
accidents fell— 47% over a six-month period (March 
2007– August 2007 and March 2006– August 2006). 
Keep in mind that this post- six- month- period effect 
included both the signs and the lines. The city consid-
ers both numbers to be signs of success.

An important type of feedback is a warning 
that things are going wrong, or, even more 
helpful, are about to go wrong. Laptops warn 
users to plug in or shut down when the battery 
is dangerously low. But warning systems have to  
avoid the “boy who cried wolf ” problem of of-
fering so many warnings that they are ignored.  
If a computer constantly nags users about whether  
they want to open attachments, they begin to 
click “yes” without thinking about it. These 
warnings are thus rendered useless.

Some clever feedback systems are popping up in 
ways that are good for the environment and house-
hold budgets. There is the Ambient Orb, a small ball 
that glows red when a customer is using lots of en-
ergy but green when energy use is modest. Utility 
companies have experimented with sending custom-
ers electricity bills that tell them how much energy 
they are using compared to their neighbors. Prius 
drivers already know how easy it is to be entranced 
by a screen that continuously updates your miles- 
per- gallon rate, and how hard it can be not to adjust 
driving in order to squeeze the most mileage out of 
each fuel tank. Nissan has developed an acceleration 
pedal that adjusts its resistance when the driver has 
a lead foot (NASCAR- like acceleration wastes gas). 
Two Stanford graduate students have come up with 
a piece of technology that combines all of these feed-
back mechanisms into one amazing piece of choice ar-
chitecture. Called the SmartSwitch, users turn a light 
on using a slide switch. Like Nissan’s pedal, the switch 
is harder to push when lots of energy is being used, 
giving the owner a subtle reminder about those bad 
habits. The switch can also be linked to other home-
owners in the neighborhood so that the switch slides 
less smoothly when all the neighbors are blasting their 
air conditioners on a hot day.

Feedback can be improved in many activities. 
Consider the simple task of painting a ceiling. 

This task is more difficult than it might seem 
because ceilings are nearly always painted white,  
and it can be hard to see exactly where you have  
painted. Later, when the paint dries, the patches 
of old paint will be annoyingly visible. How to 
solve this problem? Some helpful person in-
vented a type of ceiling paint that goes on pink 
when wet but turns white when dry. Unless the 
painter is so color- blind that he cannot tell the 
difference between pink and white, this solves 
the problem.

Understanding Mappings: From Choice  
to Welfare

Some tasks are easy, like choosing a flavor of ice 
cream; other tasks are hard, like choosing a medical 
treatment. Consider, for example, an ice cream shop 
where the varieties differ only in flavor, not calories or 
other nutritional content. Selecting which ice cream 
to eat is merely a matter of choosing the one that 
tastes best. If the flavors are all familiar, such as va-
nilla, chocolate, and strawberry, most people will be 
able to predict with considerable accuracy the relation 
between their choice and their ultimate consumption 
experience. Call this relation between choice and wel-
fare a mapping. Even if there are some exotic flavors, 
the ice cream store can solve the mapping problem by 
offering a free taste.

Choosing among treatments for some disease is 
quite another matter. Suppose a person is diagnosed 
with prostate cancer and must choose among three 
options: surgery, radiation, and watchful waiting 
(which means do nothing for now). Each of these op-
tions comes with a complex set of possible outcomes 
regarding side effects of treatment, quality of life, 
length of life, and so forth. Comparing the options 
involves making trade- offs between a longer life and 
an increased risk of unpleasant side effects, such as 
impotence or incontinence. Weighing these scenarios 
makes for a hard decision at two levels. The patient is 
unlikely to know these trade- offs, and he is unlikely to 
be able to imagine what life would be like if he were 
incontinent. Yet here are two scary facts about this 
scenario. First, most patients decide which course of 
action to take in the very meeting at which their doc-
tor breaks the bad news about the diagnosis. Second, 
the treatment option they choose depends strongly 
on the type of doctor they see (Zeliadt et al., 2006). 
(Some specialize in surgery, others in radiation. None 
specialize in watchful waiting. Guess which option is 
the most likely candidate for underutilization?)

The comparison between ice cream and treatment 
options illustrates the concept of mapping. A good 
system of choice architecture helps people improve 
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their ability to map and hence to select options that 
will make them better off. One way to do this is to 
make the information about various options more 
comprehensible by transforming numerical informa-
tion into units that translate more readily into actual 
use. When buying apples to make into apple cider, it 
helps to know the rule of thumb that it takes three 
apples to make one glass of cider.

Mapping is a frequent problem in consumer elec-
tronic decisions like purchasing a digital camera. 
Cameras advertise their megapixels, and the impres-
sion created is certainly that the more megapixels the 
better. This assumption is itself subject to question, 
because photos taken with more megapixels take up 
more room on the camera’s storage device and a com-
puter’s hard drive. But what is most problematic for 
consumers is translating megapixels (not the most in-
tuitive concept) into understandable terms that help 
them order their preferences. Is it worth paying an ad-
ditional hundred dollars to go from four to five mega-
pixels? Suppose instead that manufacturers listed the 
largest print size recommended for a given camera. 
Instead of being given the options of three, five, or 
seven megapixels, consumers might be told that the 
camera can produce quality photos at 4 by 6 inches,  
9 by 12, or poster size.

Often people have a problem in mapping products 
into money. For simple choices, of course, such map-
pings are trivial. If a Snickers bar costs $1, it is easy to 
figure out the cost of a Snickers bar every day. But do 
consumers know how much it costs you to use a credit 
card? Among the many built- in fees are (1) an annual 
fee for the privilege of using the card (common for 
cards that provide benefits such as frequent- flier miles); 
(2) an interest rate for borrowing money (which de-
pends on your deemed credit worthiness); (3) a fee for 
making a payment late (and you may end up making 
more late payments than you anticipate); (4) interest 
on purchases made during the month that is normally 
not charged if your balance is paid off but begins if 
you make your payment one day late; (5) a charge for 
buying things in currencies other than dollars; and  
(6) the indirect fee of higher prices that retailers pass 
along to consumers to offset the small percentage of 
each transaction the credit card companies take.

Credit cards are not alone in having complex pric-
ing schemes that are neither transparent nor compre-
hensible to consumers. Think about mortgages, cell 
phone calling plans, and auto insurance policies, just 
to name a few. For these and related domains, we 
propose a very mild form of government regulation 
that we call RECAP: Record, Evaluate, and Compare 
Alternative Prices.

Here is how RECAP would work in the cell phone 
market. The government would not regulate how 
much issuers could charge for services, but it would 

regulate their disclosure practices. The central goal 
would be to inform customers of every kind of fee that 
currently exists. This would not be done by printing 
a long unintelligible document in fine print. Instead, 
issuers would be required to make public their fee 
schedule in a spreadsheet- like format that would in-
clude all relevant formulas. Suppose an American is 
visiting Toronto and his cell phone rings. How much 
is it going to cost to answer it? What if he downloads 
some email? All these prices would be embedded in 
the formulas. This is the price disclosure part of the 
regulation.

The usage disclosure requirement would be that 
once a year, issuers would have to send their custom-
ers a complete listing of all the ways they had used the 
phone and all the fees that had been incurred. This 
report would be sent two ways, by mail and, more im-
portant, electronically. The electronic version would 
also be stored and downloadable on a secure website.

Producing the RECAP reports would cost cell 
phone carriers very little, but the reports would be 
extremely useful for customers who want to compare 
the pricing plans of cell phone providers, especially 
after they had received their first annual statement. 
Private websites similar to existing airline and hotel 
sites would emerge to allow an easy way to compare 
services. With just a few quick clicks, a shopper would 
easily be able to import her usage data from the past 
year and find out how much various carriers would 
have charged, given her usage patterns.5 Consumers 
who are new to the product (getting a cell phone for 
the first time, for example) would have to guess usage 
information for various categories, but the following 
year they could take full advantage of the system’s ca-
pabilities. Already sites like this are popping up. One 
of them, billshrink.com, tracks cell phone plans, credit 
cards, and gas stations, saving people money by help-
ing them pick the best plan (or card) for their con-
sumer habits. We think that in many other domains, 
from mortgages to energy use to Medicare, a RECAP 
program could greatly improve people’s ability to 
make good choices.

Structure Complex Choices

People adopt different strategies for making choices 
depending on the size and complexity of the avail-
able options. When facing a small number of well-
understood alternatives, the tendency is to examine 
all the attributes of all the alternatives and then make 
trade- offs when necessary. But when the choice set 
gets large, alternative strategies must be employed, 
leading to serious problems.

Consider, for example, someone who has just 
been offered a job at a company located in another 
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city. Compare two choices: which office to select and 
which apartment to rent. Suppose this individual is 
offered a choice of three available workplace offices. A 
reasonable strategy is to look at all three offices, note 
the ways they differ, and then make some decisions 
about the importance of such attributes as size, view, 
neighbors, and distance to the nearest restroom. This 
is described in the choice literature as a compensatory 
strategy, since a high value for one attribute (big of-
fice) can compensate for a low value for another (loud 
neighbor).

Obviously, the same strategy cannot be used to 
pick an apartment. In any large city, thousands of 
apartments are available, and no single person can see 
them all. Instead, the task must be simplified. One 
strategy to use is what Tversky (1972) called elimina
tion by aspects. Someone using this strategy first de-
cides what aspect is most important (say, commuting 
distance), establishes a cutoff level (say, no more than 
a thirty minute commute), and then eliminates all al-
ternatives that do not meet this standard. The process 
is repeated, attribute by attribute until either a choice 
is made or the set is narrowed down enough to switch 
over to a compensatory evaluation of the “finalists.”

When people are using a simplifying strategy of 
this kind, alternatives that do not meet the minimum 
cutoff scores may be eliminated even if they are high 
on all other dimensions. For example, an apartment 
with a thirty- five minute commute will not be con-
sidered even if it has an ocean view and costs $200 a 
month less than any of the alternatives.

Social science research reveals that as the choices 
become more numerous or vary on more dimensions 
or both, people are more likely to adopt simplifying 
strategies. The implications for choice architecture are 
related. As alternatives become more numerous and 
more complex, choice architects have more to think 
about and more work to do and are much more likely 
to influence choices (for better or for worse). For an 
ice cream shop with three flavors, any menu listing 
those flavors in any order will do just fine, and ef-
fects on choices (such as order effects) are likely to 
be minor because people know what they like. As 
the choices become more numerous, though, good 
choice architecture will provide structure, and struc-
ture will affect outcomes.

Consider the example of a paint store. Even ignor-
ing the possibility of special orders, paint companies 
sell more than two thousand colors for a home’s walls. 
It is possible to think of many ways of structuring 
how those paint colors are offered to the customer. 
Imagine, for example, that the paint colors were listed 
alphabetically. Arctic White might be followed by 
Azure Blue, and so forth. While alphabetical order is 
a satisfactory way to organize a dictionary (at least if 

you have a guess as to how a word is spelled), it is a 
lousy way to organize a paint store.

Instead, paint stores have long used something 
like a paint wheel, with color samples ordered by their 
derivation from the three primary colors: all the blues 
are together, next to the greens, and the reds are lo-
cated near the oranges, and so forth. The problem of 
selection is made considerably easier by the fact that 
people can see the actual colors, especially because 
the names of the paints are typically uninformative. 
(On the Benjamin Moore Paints website, three simi-
lar shades of beige are called “Roasted Sesame Seed,” 
“Oklahoma Wheat,” and “Kansas Grain.”)

Thanks to modern computer technology and the 
World Wide Web, many problems of consumer choice 
have been made simpler. The Benjamin Moore Paints 
website not only allows the consumer to browse 
through dozens of shades of beige, but it also per-
mits the consumer to see (within the limitations of the 
computer monitor) how a particular shade will work 
on the walls with the ceiling painted in a comple-
mentary color. And the variety of paint colors is small 
compared to the number of books sold by Amazon 
(millions) or web pages covered by Google (billions). 
Many companies such as Netflix, the mail- order DVD 
rental company, succeed in part because of immensely 
helpful choice architecture. Customers looking for a 
movie to rent can easily search movies by actor, direc-
tor, genre, and more, and if they rate the movies they 
have watched, they can also get recommendations 
based on the preferences of other movie lovers with 
similar tastes, a method called collaborative filtering. 
People use the judgments of other people who share 
their tastes to filter through the vast number of books 
or movies available in order to increase the likelihood 
of picking one they like. Collaborative filtering is an 
effort to solve a problem of choice architecture. If an 
individual knows what others like him tend to like, 
he might be comfortable in selecting unfamiliar prod-
ucts. For many, collaborative filtering saves cogni-
tive resources and search costs, thus making difficult 
choices easier.

A cautionary note: surprise and serendipity can 
be fun— and salutary, too— and there may be disad-
vantages if the primary source of information is what 
people like us like. Sometimes it is good to learn what 
people unlike us like and test it out. For fans of the 
mystery writer Robert B. Parker, collaborative filter-
ing will probably direct them to other mystery writ-
ers, not Joyce Carol Oates or Henry James. Perhaps 
second- generation collaborative filtering will also 
present users with potential surprises. Democrats 
who like books that fit their predilections might 
want to see what Republicans are arguing because 
no party can possibly have a monopoly on wisdom. 
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Public- spirited choice architects— those who run the 
daily newspaper, for example— know that it is good to 
nudge people in directions that they might not have 
specifically chosen in advance. Structuring choice 
sometimes means helping people to learn so they can 
later make better choices on their own.6

Incentives

Our last topic is the one with which most economists 
would have started: prices and incentives. Although 
we have been stressing factors that are often neglected 
by traditional economic theory, we do not intend to 
suggest that standard economic forces are unimpor-
tant. This is as good a point as any to state for the 
record that we believe in supply and demand. If the 
price of a product goes up, suppliers will usually pro-
duce more of it and consumers will usually want less 
of it. So choice architects must think about incentives 
when they design a system. Sensible architects will put 
the right incentives on the right people. One way to 
start to think about incentives is to ask four questions 
about a particular choice architecture:

Who uses?

Who chooses?

Who pays?

Who profits?

Free markets often solve the key problems of deci-
sion making by giving people an incentive to make 
good products and to sell them at the right price. If the 
market for sneakers is working well, abundant compe-
tition will drive bad sneakers (meaning those that do 
not provide good value to consumers at their price 
point) from the marketplace, and price the good ones 
in accordance with people’s tastes. Sneaker producers 
and sneaker purchasers have the right incentives. But 
sometimes incentive conflicts arise. Consider a sim-
ple case. Two friends go for a weekly lunch and each 
chooses his own meal and pays for what he eats. The 
restaurant serves their food and keeps their money. 
No conflicts here. Now suppose they decide to take 
turns paying for each other’s lunch. Each now has an 
incentive to order something more expensive on the 
weeks that the other is paying, and vice versa. (In this 
case, though, friendship introduces a complication; 
good friends may well order something cheaper if he 
knows that the other is paying. Sentimental but true.)

Many markets (and choice architecture systems) 
are replete with incentive conflicts. Perhaps the most 
notorious is the U.S. health- care system. The patient 
receives the health- care services that are chosen by 

his physician and paid for by the insurance company, 
with intermediaries from equipment manufacturers 
to drug companies to malpractice lawyers extracting 
part of the original cost. Different intermediaries have 
different incentives, and the results may not be ideal 
for either patients or doctors. Of course, this point is 
obvious to anyone who thinks about these problems. 
But as usual, it is possible to elaborate and enrich the 
standard analysis by remembering that the agents in 
the economy are Humans. To be sure, even mindless 
Humans demand less when they notice that the price 
has gone up, but only if they are paying enough atten-
tion to notice the change in price.

The most important modification that must be 
made to a standard analysis of incentives is salience. 
Are choosers aware of the incentives they face? In 
free markets, the answer is usually yes, but in impor-
tant cases, the answer is no. Consider the example 
of members of an urban family deciding whether to 
buy a car. Suppose their choices are to take taxis and 
public transportation or to spend $10,000 to buy a 
used car, which they can park on the street in front 
of their home. The only salient costs of owning this 
car will be the stops at the gas station, occasional re-
pair bills, and a yearly insurance bill. The opportunity 
cost of the $10,000 is likely to be neglected. (In other 
words, once they purchase the car, they tend to for-
get about the $10,000 and stop treating it as money 
that could have been spent on something else.) In 
contrast, every time the family uses a taxi, the cost 
will be in their face, with the meter clicking every few 
blocks. So a behavioral analysis of the incentives of car 
ownership will predict that people will underweight 
the opportunity costs of car ownership, and possibly 
other less salient aspects such as depreciation, and 
may overweight the very salient costs of using a taxi.7 
An analysis of choice architecture systems must make 
similar adjustments.

Of course, salience can be manipulated, and good 
choice architects can take steps to direct people’s at-
tention to incentives. The telephones at the INSEAD 
School of Business in France are programmed to dis-
play the running costs of long distance phone calls. 
To protect the environment and increase energy in-
dependence, similar strategies could be used to make 
costs more salient in the United States. Suppose home 
thermostats were programmed to announce the cost 
per hour of lowering the temperature a few degrees 
during the heat wave. This would probably have more 
effect on behavior than quietly raising the price of 
electricity, a change that will be experienced only at 
the end of the month when the bill comes. Suppose 
in this light that government wants to increase en-
ergy conservation. Increases in the price of electricity 
will surely have an effect; making the increases salient 
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will have a greater effect. Cost- disclosing thermostats 
might have a greater impact than (modest) price in-
creases designed to decrease use of electricity. Google, 
for instance, has developed a free electricity usage 
monitoring tool that provides information on energy 
usage and that, for customers without smart thermo-
stats, can be hooked up to a handheld device.

In some domains, people may want the salience 
of gains and losses treated asymmetrically. For exam-
ple, no one would want to go to a health club that 
charged its users on a per- step basis on the Stairmaster. 
However, many Stairmaster users enjoy watching the 
“calories burned” meter while they work out (espe-
cially since those meters seem to give generous es-
timates of calories actually burned). In Japan, some 
treadmills display pictures of food, like coffee and ice 
cream, during the workout to allow users to better 
balance their exercise and dieting habits.

We have sketched six principles of good choice ar-
chitecture. As a concession to the bounded memory 
of our readers, we thought it might be useful to offer 
a mnemonic device to help recall the six principles. By 
rearranging the order, and using one small fudge, the 
following emerges.

iNcentives

Understand mappings

Defaults

Give feedback

Expect error

Structure complex choices

Voilà: NUDGES

With an eye on these nudges, choice architects can 
improve the outcomes for their Human users.

Notes

This essay draws heavily on Thaler and Sunstein’s book 
Nudge (2008) and on other material that has appeared on 
the book’s blog (www.nudges.org), and was edited by Balz. 
This chapter was written well before Sunstein joined the 
Obama Administration as counselor to the director of the 
Office of Management and Budget, later to be confirmed as 
administrator of the Office of Information and Regulatory 
Affairs. Nothing said here represents an official position 
in any way. Thaler is a professor at the Booth School of 
Business, University of Chicago. Sunstein is a professor at 
the Harvard Law School. Balz received his Ph.D. in political 
science from the University of Chicago.

1. In the psychology literature, these two systems are 
sometimes referred to as System 2 and System 1, respectively.

2. Thanks to a Nudge reader for this example.

3. Letter of July 2, 2003, to State School Officers signed 
by William Hanse, deputy secretary of education, and David 
Chu, undersecretary of defense.

4. Illinois’s organ donation rate is compiled by Donate 
Life Illinois (http://www.donatelifeillinois.org/). For the 
national organ donor rate see Donate Life America (2009).

5. We are aware, of course, that behavior depends on 
prices. If my current cell phone provider charges me a lot to 
make calls in Canada and I react by not making such calls, 
I will not be able to judge the full value of an alternative 
plan with cheap calling in Canada. But where past usage is 
a good predictor of future usage, a RECAP plan would be 
very helpful.

6. Sunstein (2007), explores this point in detail.
7. Companies such as Zipcar that specialize in short- term 

rentals could profitably benefit by helping people solve these 
mental accounting problems.
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Chapter 26

Behaviorally Informed Regulation
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Policy makers typically approach human behavior 
from the perspective of the rational agent model, 
which relies on normative, a priori analyses. The 
model assumes people make insightful, well- planned, 
highly controlled, and calculated decisions guided by 
considerations of personal utility. This perspective is 
promoted in the social sciences and in professional 
schools and has come to dominate much of the for-
mulation and conduct of policy. An alternative view, 
developed mostly through empirical behavioral re-
search, and the one we will articulate here, provides 
a substantially different perspective on individual 
behavior and its policy and regulatory implications. 
According to the empirical perspective, behavior is 
the amalgam of perceptions, impulses, judgments, 
and decision processes that emerge from the impres-
sive machinery that people carry behind the eyes and 
between the ears. Actual human behavior, it is argued, 
is often unforeseen and misunderstood by classical 
policy thinking. A more nuanced behavioral perspec-
tive, it is suggested, can yield deeper understanding 
and improved regulatory insight.

For a motivating example, consider the recent 
mortgage crisis in the United States. While the po-
tential causes are myriad, a central problem was that 
many borrowers were offered and took out loans that 
they did not understand and could not afford, with di-
sastrous results for the borrowers, financial firms, and 
the national economy. Borrowers, like most people, 
are not well described by the rational agent model. 
At the same time, we argue, a behavioral perspective 
that focuses only on the individual is incomplete for 
policy purposes. In some contexts, firms have strong 
incentives to exploit consumer biases and will shape 
their conduct in response not only to the behavior of 
consumers but also to the actions of regulators. Thus, 
policy also needs to take into account market contexts  
and the incentives and behaviors that they afford firms.

In what follows, we will outline some of the main 
research underpinning the behavioral perspective 

pertinent to regulation. We will explore how firms 
interact with consumers in different market contexts 
and will propose a model for understanding this in-
teraction. We will then develop an analytic framework 
for behaviorally informed regulation and conclude 
with examples of relevant policy applications.

On Behavior

In contrast with the classical theory, which is driven 
by rational agents who make well- informed, carefully 
considered, and fully controlled choices, behavioral 
research has shown that individuals depart from this 
decision- making model in important ways. Among 
other things, the availability and dissemination of 
data do not always lead to effective communication 
and knowledge; understanding and intention do not 
necessarily lead to the desired action; and purportedly 
inconsequential contextual  nuances, whether inten-
tional or not, can shape behavior and alter choices, 
often in ways that people themselves agree dimin-
ish their well- being in unintended ways. Individuals 
often exhibit temporal biases and misforecast their 
own behavior. By way of illustration, we will highlight 
how context, decisional conflict, mental accounting, 
knowledge and attention constraints, and institutions, 
shape individual decisions and behavior.

Context

Human behavior turns out to be heavily context de-
pendent, a function of both the person and the situa-
tion. One of the major lessons of modern psychologi-
cal research is the impressive power that the situation 
exerts, along with a persistent tendency to underes-
timate that power relative to the presumed influence 
of intention, education, or personality traits. In his 
now- classic obedience studies, for example, Milgram  
(1974) showed how decidedly mild situational pres-
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sures sufficed to generate persistent willingness, 
against their own wishes, on the part of individuals 
to administer what they believed to be grave levels 
of electric shock to innocent subjects. Along similar 
lines, Darley and Batson (1973) recruited seminary 
students to deliver a practice sermon on the parable 
of the Good Samaritan. While half the seminarians 
were told they had plenty of time, others were led to 
believe they were running late. On their way to give 
the talk, all participants passed an ostensibly injured 
man slumped in a doorway groaning. Whereas the 
majority of those with time to spare stopped to help, 
a mere 10% of those who were running late stopped, 
while the remaining 90% stepped over the victim and 
rushed along. In contrast with these people’s ethical 
training, scholarship, and presumed character, the 
contextual nuance of a minor time constraint proved 
decisive in the decision of whether to stop to help 
a suffering man. The powerful impact of context on 
behavior, we argue, increases the importance of effec-
tive regulation and regulators’ responsibility to assess 
effectiveness in policy contexts.

Context is made all the more important because 
an individual’s predictions about her behavior in the 
future are often made in contexts different from those 
in which the individual will later find herself. Koehler 
and Poon (2005; See Lewin, 1951) argued that peo-
ple’s predictions of their future behavior overweight 
the strength of their current intentions and under-
weight the contextual factors that influence the likeli-
hood that those intentions will translate into action. 
This imbalance can generate systematically misguided 
plans among consumers, who, reassured by their good 
intentions, proceed to put themselves in ill- conceived 
situations that are powerful enough to make them act 
and choose otherwise.

Decisional Conflict

Three decades of behavioral research have led to the 
notion that people’s preferences are typically con-
structed, not merely revealed, during the decision 
making process (Lichtenstein and Slovic, 2006). The 
construction of preferences is heavily influenced by 
the nature and the context of decision. For example, 
the classical view of decision making does not antici-
pate that decisional conflict will influence the mak-
ing of decisions. Each option, according to the clas-
sical view, is assigned a subjective value, or “utility,” 
and the person then proceeds to choose the option 
assigned the highest utility. A direct consequence of 
this account is that offering more alternatives is always 
a good thing, since the more options there are, the 
more likely is the consumer to find one that proves 
sufficiently attractive.

In contrast to this model, behavioral research sug-
gests that, since preferences tend to be constructed 
in the context of decision, choices can prove difficult 
to make. People often search for a compelling ratio-
nale for choosing one option over another. Whereas 
sometimes a compelling reason can be articulated, at 
other times no easy rationale presents itself, render-
ing the conflict between options hard to resolve. Such 
conflict can lead to the postponing of decision or to 
a passive resort to a “default” option and can gener-
ate preference patterns that are fundamentally differ-
ent from those predicted by accounts based on value 
maximization. In particular, the addition of options 
can excessively complicate (and, thus, “worsen”) the 
offered set, whereas the normative rational choice as-
sumption is that added options only make things bet-
ter (Iyengar and Lepper, 2000; Shafir, Simonson, and 
Tversky, 1993; Tversky and Shafir, 1992).

In one study, for example, expert physicians had 
to decide about medication for a patient with osteo-
arthritis. These physicians were more likely to de-
cline prescribing a new medication when they had 
to choose between two new medications than when 
only one new medication was available (Redelmeier 
and Shafir, 1995). The difficulty of choosing between 
the two medications presumably led some physicians 
to recommend not starting either. A similar pattern 
was documented with shoppers in an upscale grocery 
store, where tasting booths offered the opportunity 
to taste 6 different jams in one condition, or any of 24 
jams in the second condition. Of those who stopped 
to taste, 30% proceeded to purchase a jam in the 6- 
jams condition, whereas more stopped but only 3% 
purchased a jam in the 24- jam condition (Iyengar 
and Lepper, 2000). Of even greater relevance to the 
topic at hand, Iyengar, Jiang, and Huberman (2004) 
showed that employees’ participation in 401(k) plans 
drops as the number of fund options made available 
by their employer increases.

Bertrand et al. (2010) conducted a field experi-
ment with a local lender in South Africa to assess the 
relative importance of various subtle psychological 
manipulations in the decision to take up a loan offer. 
Clients were sent letters offering large, short- term 
loans at randomly assigned interest rates. In addi-
tion, several psychological features on the offer letter 
were also independently randomized, one of which 
was the number of sample loans shown: the offer let-
ters displayed either one example of a loan size and 
term, along with respective monthly repayments, 
or it displayed four such examples. In contrast with 
standard economic thinking and in line with conflict- 
based predictions, higher take- up was observed under 
the one- option description than under the multiple- 
options version. The magnitude of this effect was 
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large: relative to the multiple- options version, the 
single- option description had the same positive effect 
on take- up as dropping the monthly interest on these 
loans by more than 2 percentage points.

Mental accounting

In their intuitive mental accounting schemes, people 
compartmentalize wealth and spending into dis-
tinct budget categories, such as savings, rent, and 
entertainment, and into separate mental accounts, 
such as current income, assets, and future income 
(Thaler, 1985; 1992). Contrary to standard fungi-
bility assumptions, people exhibit different degrees 
of willingness to spend from their diverse accounts. 
Compartmentalization can serve useful functions in 
managing one’s behavior, but it also can yield con-
sumption patterns that are overly dependent on cur-
rent income and sensitive to labels, which can lead to 
saving (at low interest rates) and borrowing (at higher 
rates) at the same time (Ausubel, 1991).

An understanding of such proclivities may help 
firms design instruments that bring about more desir-
able outcomes. For instance, with respect to retire-
ment saving, the tendency to spend one’s savings is 
lower when monies are not in transaction accounts. 
And faulty planning, distraction, and procrastina-
tion all account for the persistent findings that saving 
works best as a default. Participation in 401(k) plans 
is significantly higher when employers offer automatic 
enrollment (Madrian and Shea, 2001), and because 
participants tend to retain the default contribution 
rates and have an easier time committing now to a 
costly step in the future, savings can be increased as a 
result of agreeing to increased deductions from future 
raises (Benartzi and Thaler, 2004; see also Benartzi, 
Peleg, and Thaler, this volume).

Knowledge and attention

Standard theory assumes that consumers are atten-
tive and knowledgeable and typically able to gauge 
and avail themselves of important information. In 
contrast, research suggests that many individuals 
lack knowledge of relevant options, program rules, 
benefits, and opportunities, and not only among the 
poor or the uneducated. Surveys show that less than 
one- fifth of investors (in stocks, bonds, funds, or 
other securities) can be considered “financially liter-
ate” (Alexander, Jones, and Nigro, 1998), and similar 
findings describe the understanding shown by pen-
sion plan participants (Schultz, 1995). Indeed, even 
older beneficiaries often do not know what kind of 
pension they are set to receive, or what mix of stocks 

and bonds are held in their retirement accounts 
(Lusardi, Mitchell, and Curto, 2009).

The amount of information people can and do at-
tend to is limited. Moreover, cognitive load has been 
shown to affect performance in everyday tasks. To the 
extent that consumers find themselves in challenging 
situations that are unfamiliar, tense, or distracting, all 
of which consume cognitive resources, less focused 
attention will be available to process the information 
that is relevant to the decision at hand. This, in turn, 
can render decision making even more dependent on 
situational cues and peripheral considerations, all the 
more so for “low literate” participants, who tend to 
experience even greater difficulties with effort versus 
accuracy trade- offs, show overdependence on periph-
eral cues, and tend toward a systematic withdrawal 
from many market interactions (Adkins and Ozanne, 
2005).

Information cannot be thought of as naturally yield-
ing knowledge, and knowledge cannot be assumed to 
generate the requisite behavior. People often do not 
fully process data that is imminently available because 
of limitations in attention, understanding, perceived 
relevance, misremembering, or misforecasting its im-
pact. This is often underappreciated by program de-
signers, who tend to believe that people will know 
that which is important and knowable. In summary, 
for participants with limited cognitive resources— 
whose decisions are heavily dependent on insufficient 
knowledge, perceived norms, automatic defaults, and 
other minor contextual nuances— regulation merits 
even greater attention with regard to nuanced behav-
ioral factors.

the power of Institutions

The substantial influence of context on behavior im-
plies, among other things, that institutions will come 
to play a central role in shaping how people think and 
what they do. By institutions, we mean formal laws 
and rules, firms and other organizations, structures 
and governments, and widespread market practices 
(see, e.g., Sherraden and Barr, 2005). Among other 
things,

1. Institutions shape defaults, the “favored” start-
ing point. It is now well established that defaults 
can have a profound influence on the outcomes of 
individual choices. Data available on decisions rang-
ing from retirement savings and portfolio choices to 
the decision to be a willing organ donor illustrate the 
substantial increase in market share of default options 
(Johnson and Goldstein, 2003; Johnson et al., 1993; 
see in this volume, Johnson and Goldstein; Benartzi, 
Peleg, and Thaler). Contrary to a view where the 



Behaviorally informed regulation   •   443

default is just one of a number of alternatives, in re-
ality defaults persist. This persistence not only stems 
from confusion about available options, procrastina-
tion, forgetting, and other sources of inaction, but 
also may be fostered because the default is perceived 
as the most popular option (often a self- fulfilling 
prophecy), is implicitly recommended by experts, or 
is endorsed by the government.

2. Institutions shape behavior. Many low- income 
families are, de facto, savers, whether or not they re-
sort to banks. But the availability of institutions to 
help foster savings can make a big difference (Barr, 
2004; Berry, 2004). Without the help of a financial 
institution, people’s savings are at risk (including 
from theft, impulse spending, and the needs of other 
household members), savings grow more slowly, and 
they may not be available as an emergency cushion 
or to support access to reasonably priced credit in 
times of need. Institutions provide safety, guidance, 
and control. In circumstances of momentary need, 
temptation, distraction, or limited self- control, those 
savers who are unbanked are likely to find it all the 
more difficult to succeed on the path to long- term 
financial stability.

Consider, for example, two individuals with no 
access to credit cards: one has her paycheck directly 
deposited into a savings account, and the other does 
not. Whereas cash is not readily available to the first 
person, who needs to take active steps to withdraw it, 
cash is immediately available to the second, who must 
take active measures to save it. The greater tendency 
to spend cash in the wallet compared to funds de-
posited in the bank (Thaler, 1999) suggests that the 
first, banked person will spend less on impulse and 
save more easily than the person who is unbanked. 
Holding risk-  and savings- related propensities con-
stant, the first person is likely to end up a more active 
and efficient saver than the second, due to nothing 
but a seemingly minor institutional arrangement.

Direct deposit is an institution that can have a pro-
found effect on saving. A recent survey conducted by 
the American Payroll Association (2002) suggests that 
American employees are gaining confidence in direct 
deposit as a reliable method of payment that gives 
them greater control over their finances, and that em-
ployers are recognizing direct deposit as a low- cost 
employee benefit that can also save payroll processing 
time and money. The employers of the poor, in con-
trast, often do not require nor propose electronic sal-
ary payments. Instead, they prefer not to offer direct 
deposit to hourly/nonexempt employees, temporary 
or seasonal employees, part- timers, union employees, 
and employees in remote locations, all categories that 
correlate with being low paid. The most frequently 

stated reasons for not offering direct deposit to these 
employees include lack of processing time to meet 
standard industry (Automated Clearing House) re-
quirements, high turnover, and union contract re-
strictions. All this constitutes a missed opportunity 
to offer favorable access to direct deposit for needy 
individuals, whose de facto default consists of going 
after hours to cash their modest check for a hefty fee.

3. Institutions provide implicit planning. As it 
turns out, a variety of institutions provide implicit 
planning, often in ways that address potential behav-
ioral weaknesses. Credit card companies send custom-
ers timely reminders of due payments, and clients can 
elect to have their utility bills automatically charged, 
allowing them to avoid late fees if occasionally they 
do not get around to paying in time. The low- income 
buyer, on the other hand, without the credit card, the 
automatic billing, or the web- based reminders, risks 
missed payments, late fees, disconnected utilities (fol-
lowed by high reconnection charges), etc. In fact, 
institutions can also sabotage planning, for example, 
by providing debt too easily. Temporal discounting 
in general and present bias in particular can be ex-
ploited to make immediate cash more attractive than 
any menacing future costs.

A behavioral analysis yields new appreciation for 
the impact of institutions, which affect people’s lives 
by, among other things, easing their planning, help-
ing them transform their intentions into actions, or 
enabling their resistance to temptation. Consider 
again the case of a low- income household. Having 
little slack, low- income households cannot readily 
cut back consumption in the face of an unanticipated 
need or shock (Mullainathan and Shafir, 2009). When 
they do cut back, it is often on essentials. In many 
instances, cutting back means paying late, and paying 
late means incurring costly late fees, utility or phone 
reconnection fees (Edin and Lein, 1997), and seri-
ous disruptions to work, education, and family life. 
In other cases it means costly short- term borrowing 
to avoid those consequences. In principle, the lack of 
slack should provide low- income households a strong 
incentive to increase their buffer- stock savings to cope 
with a volatile environment. Yet such households tend 
to have negligible liquid savings, in part because the 
financial system makes it difficult for them to get ac-
cess to affordable savings vehicles (Barr, 2004).

Financial services may provide an important path-
way out of poverty. Such services facilitate savings to 
mitigate shocks and promote asset development, and 
they facilitate borrowing to purchase higher- cost du-
rables or to help weather tough times. In short, finan-
cial services allow individuals to smooth consumption 
and invest. Improvement of financial services, then, 
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provides two key advantages. First, for individu-
als who have access to financial services, improve-
ment would lower the costs they pay. For example, 
improved financial services may enable them to use 
a credit card rather than a more expensive payday 
lender. Second, individuals who have not had access 
to financial services would get the direct benefits of 
access, such as the ability to borrow to smooth shocks 
(e.g., an illness, job loss, or divorce).

Access to financial institutions allows people to im-
prove their planning by keeping money out of temp-
tation’s way. Direct deposit and automatic deductions 
can remove the immediate availability of cash and put 
in place automatic savings. Financial institutions can 
make it easy for individuals to make infrequent, care-
fully considered financial accounting decisions that 
can prove resistant to occasional intuitive error or to 
momentary impulse. In this sense, improved financial 
institutions can have a disproportionate impact on the 
lives of the poor. Moving from a payday lender and a 
check casher to a bank with direct deposit and payroll 
deduction can have benefits in the form of improved 
planning, saving, temptation avoidance, and other 
outcomes far more important than the transaction 
costs saved.

Behavior, Markets, and Policy:  
A Conceptual Framework

A behavioral perspective provides a better account of 
how individuals make decisions and is thus a useful 
corrective to the rational agent model. Yet a model 
focused on individuals is, on its own, incomplete as a 
basis for policy. The perspective outlined above needs 
to be embedded in the logic of markets. A framework 
is required that takes into account firms’ incentives 
with respect to individual behavior as well as to regu-
lation. This perspective produces two dimensions 
to consider: firms’ interactions with consumers, and 
firms’ interactions with regulators.

As for the first, the psychological biases of indi-
viduals can either be aligned with, or in opposition to, 
the interest of firms that market products or services. 
Consider a consumer who does not fully appreciate 
the profound effects of the compounding of interest. 
This consumer would be prone both to undersave and 
to overborrow. And both the consumer and society 
would prefer that he did not have such a bias in both 
contexts. Firms, for their part, would also prefer that 
the individual not have the bias to undersave, so that 
funds intended for investment and for fee generation 
would not diminish (abstracting from fee structures). 
However, at least over the short term, firms would be 

perfectly content to see the same individual overbor-
row (abstracting from collection costs).

With regard to the second dimension, the market 
response to individual failure can profoundly affect 
regulation. In attempting to boost participation in 
401(k) retirement plans, for example, the regulator 
faces at worst indifferent and at best positively in-
clined employers and financial firms.1 With respect 
to credit, by contrast, firms often have strong incen-
tives to exacerbate psychological biases by failing to 
highlight the costs of borrowing. Regulation in this 
case faces a much more difficult challenge than in the 
savings situation. In forcing the disclosure of hidden 
prices of credit, the regulator often faces uncoopera-
tive firms, whose interests are to find ways to work 
around or undo regulatory interventions.

The mode of regulation chosen should take ac-
count of this interaction between firms and individu-
als and between firms and regulators. One might 
think of the regulator as holding two kinds of levers, 
which we describe as changing the rules and chang-
ing the scoring.2 When forcing disclosure of the APR, 
for example, the regulator effectively changes the 
“rules” of the game: what a firm must say. A stronger 
form of rule change is product regulation: changing 
what a firm must do. Behavioral rule changes, such 
as creating a favored starting position or default, fall 
somewhere in between. When imposing liability, by 
contrast, the regulator changes the way the game 
is “scored.” Liability levels can be set, in theory, to 
match or exceed the gains to the firm from engag-
ing in the disfavored activity. Scoring can also be 
changed, for example, by providing tax incentives to 
engage in the favored activity or by imposing negative 
tax consequences for engaging in a disfavored activ-
ity. Typically, changing the rules of the game (without 
changing the scoring) alters certain behaviors while 
maintaining the firms’ original incentives; changing 
the scoring of the game can alter those incentives.

Understanding the interaction between individu-
als, firms, and regulators in particular markets high-
lights the care that must be taken when transferring 
behavioral economic insights from one domain to an-
other. For example, the insights of the most prominent 
example of behavioral regulation— setting defaults in 
401(k) participation— ought not to be mindlessly ap-
plied to other markets. Changing the rules on retire-
ment saving by introducing defaults works well be-
cause employers’ incentives align (or do not misalign) 
with regulatory efforts to guide individual choice. In 
other words, under current conditions, employers are 
unaffected, or may even be hurt, by individuals’ pro-
pensity to undersave in 401(k) plans.3 Consequently, 
they will not lean against attempts to fix that problem. 
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In other instances, where firms’ incentives misalign 
with regulatory intent, changing the rules alone may 
not work since those firms have strong incentives to 
work creatively around those changes. Interestingly, 
such circumstances may lead to regulations, such as 
“changing the scoring” with liability, which, although 
deeply motivated by behavioral considerations, are 
not themselves particularly psychological in nature. 
That is, given market responses, rules based on subtle 
attempts to influence individual psychology, for ex-
ample through defaults or framing, may be too weak, 
and changes in liability rules or other measures may 
prove necessary.

The distinction in market responses to individual 
psychology is central to our framework and is illus-
trated in table 26.1. In some cases, the market is ei-
ther neutral or wants to overcome consumer fallibility. 
In other cases, the market would like to exploit or 
exaggerate consumer fallibility. When consumers mis-
understand compounding of interest in the context of 
saving, banks have incentives to reduce this misunder-
standing so as to increase deposits. When consumers 
misunderstand compounding in the context of bor-
rowing, lenders may lack the incentive to correct this 
misunderstanding because they can induce consumers 
to overborrow in ways that maintain or enhance prof-
itability, at least over market- relevant time horizons.4 
When consumers procrastinate in signing up for the 
Earned Income Tax Credit (and hence in filing for 
taxes), private tax preparation firms have incentives to 
help remove this procrastination so as to increase their 
customer base. When consumers procrastinate in re-
turning rebates (but make retail purchases intending 
to get a rebate), retailers benefit. Note the parallelism 
in these examples: firms’ incentives to alleviate or ex-
ploit a bias are not an intrinsic feature of the bias itself. 
Instead, they are a function of how the bias plays itself 
out in the particular market structure.

In the consumer credit market, one worries that 
many interactions between individuals and firms are 
of the kind where firms seek to exploit, rather than al-
leviate, bias. If true, this raises the concern of overex-
trapolating from the 401(k) defaults example to credit 
products. To the extent that 401(k) defaults work 
because the optimal behavior is largely aligned with 
market incentives, other areas, such as credit markets, 
might be more difficult to regulate with mere de-
faults. Furthermore, if the credit market is dominated 
by “low- road” firms offering opaque products that 
“prey” on human weakness, it is more likely that regu-
lators of such a market will be captured because “high 
road” interests with small market share will tend to be 
too weak politically to push back against the bigger 
low- road players. Market forces will then defeat weak 
positive interventions, such as the setting of defaults, 
and low- road players will continue to dominate. Many 
observers, for example, believe that credit card mar-
kets were, at least prior to passage of the CARD Act 
in 2009, dominated by such low- road practices (see, 
e.g., Bar- Gill, 2004; Mann, 2007). If government 
policy makers want to attempt to use defaults in such 
contexts, they might need to deploy “stickier” defaults 
(namely, ones that might prove costly to abandon) or 
other more aggressive policy options.

In our conceptual approach to the issue of regu-
latory choice (table 26.2), the regulator can either 
change the rules of the game or change the scoring 
of the game. Setting a default is an example of chang-
ing the rules of the game, as is disclosure regulation. 
The rules of the game are changed when there is 
an attempt to change the nature of the interactions 
between individuals and firms, as when the regula-
tion attempts to affect what can be said, offered, or 
done. Changing the scoring of the game, by contrast, 
changes the payoffs a firm will receive for particular 
outcomes. This may be done without a particular rule 

Table 26.1 The firm and the individual

Behavioral fallibility Market neutral and/or wants to 
overcome consumer fallibility

Market exploits consumer fallibility

Consumers misunderstand 
compounding

Consumers misunderstand 
compounding in savings

Consumers misunderstand  
compounding in borrowing

→ Banks would like to reduce 
this to increase savings base

→ Banks would like to exploit 
this to increase borrowing

Consumers procrastinate Consumers procrastinate in 
signing up for EITC

Consumers procrastinate in 
returning rebates

→ Tax filing companies would 
like to reduce this so as to 
increase number of customers

→ Retailers would like to exploit 
this to increase revenues
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about how the outcome is to be achieved. For ex-
ample, pension regulation that penalizes firms whose 
401(k) plan enrollment is top- heavy with high- paid 
executives is an example of how scoring gives firms 
incentives to enroll low- income individuals without 
setting particular rules on how this is done. Changing 
rules and changing scoring often accompany each 
other, but they are conceptually distinct.

Table 26.3 weaves these approaches together, il-
lustrating our conceptual framework for behaviorally 
informed regulation. The table shows how regula-
tory choice may be analyzed according to the mar-
ket’s stance toward human fallibility. On the left side 
of the table, market incentives align reasonably well 
with society’s goal of overcoming consumer fallibil-
ity. Rules in that context may have a relatively lighter 
touch. For example, using automatic savings plans as 
a default in retirement saving, or providing for licens-
ing and registration to ensure that standard practices 
are followed. Similarly, scoring on the left side of the 
table might involve tax incentives to reduce the costs 
to firms of engaging in behaviors that align well with 
their market interests and the public interest but may 

otherwise be too costly. On the right side of the table, 
by contrast, market incentives are largely misaligned 
with the public interest in overcoming consumer falli-
bility. In that context, rule changes will typically need 
to be more substantial to be effective and may need to 
be combined with changing the scoring.

The discussion that follows illustrates the chal-
lenge to policies in the top right- hand corner of ta-
ble 26.3. Changing the rules of the game alone will 
often be insufficient when firms are highly motivated 
to find work- arounds. As such, merely setting a de-
fault— in contrast to defaults deployed in markets on 
the left side of the table— will likely not work. Thus, 
when we suggest opt- out policies in mortgages below, 
the challenge will be to find ways to make these start-
ing positions “sticky” so that firms do not easily undo 
their default nature. In such cases, achieving an ef-
fective default may require separating low- road from 
high- road firms and making it profitable for high- 
road firms to offer the default product (for a related 
concept, see Kennedy, 2005). For that to work, the 
default must be sufficiently attractive to consumers, 
sufficiently profitable for high- road firms to succeed 
in offering it, and the penalties associated with devia-
tions from the default must be sufficiently costly so as 
to make the default stick even in the face of market 
pressures from low- road firms. In some credit mar-
kets, low- road firms may become so dominant that 
sticky defaults will be ineffectual. Moreover, achieving 
such a default is likely to be costlier than making de-
faults work when market incentives align, not least be-
cause the costs associated with the stickiness of the de-
fault involve greater dead- weight losses due to higher 
costs to opt out for those for whom deviating from 
the default is optimal. Such losses would need to be 
weighed against the losses from the current system, 
as well as against losses from alternative approaches, 
such as disclosure or product regulation. Nonetheless, 
given the considerations above, it seems worth ex-
ploring whether sticky defaults can help to transform 
consumer financial markets in certain contexts.

Sticky defaults are one of a set of examples we dis-
cuss as potential regulatory interventions based on 
our proposed conceptual framework. As noted above, 
given market responses to relevant psychological fac-
tors in different contexts, regulation may need to take 
a variety of forms, including some that, while perhaps 
informed by psychology, are designed not to affect 
behavioral change but rather to alter the market struc-
ture in which the relevant choices are made. Given 
the complexities involved, our purpose here is not to 
champion specific proposals but rather to illustrate 
how a behaviorally informed regulatory analysis may 
generate a deeper understanding of the costs and ben-
efits of particular policies.

Table 26.2 Changing the game

Rules Set the defaults in 401(k) savings

Opt- out rule for organ donation

Scoring Penalties for 401(k) enrollment top 
heavy with high- salary employees

Grants to states that enroll organ donors

Table 26.3 Behaviorally informed regulation

Market neutral and/
or wants to overcome 
consumer fallibility

Market exploits  
consumer fallibility

Rules Public education  
on saving

Sticky defaults  
(opt- out mortgage or  
credit card)

Direct deposit/ 
auto- save

Information debiasing 
(payoff time and cost for 
credit cards)

Licensing

Scoring Tax incentives for 
savings vehicles

Ex post liability standard 
for truth in lending

Direct deposit  
tax- refund accounts

Broker duty of care and 
changing compensation 
practices (yield spread 
premiums)
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Behaviorally Informed Financial Regulation

Following Barr, Mullainathan, and Shafir (2008a), 
we review a set of ideas to illustrate our conceptual 
framework in three main areas of consumer finance: 
home mortgages, credit cards, and bank accounts. We 
will use these three substantive areas to explore how 
changing the rules and changing the scoring can af-
fect firms’ behavior in market contexts where firms 
have incentives to exploit consumer bias (as in credit) 
and in those where firms have incentives to overcome 
such biases (as in saving). Our analyses map into dif-
ferent quadrants of table 26.3. Since we first pub-
lished our work, there has been significant progress in 
implementing a number of these ideas.5 We therefore 
also discuss how some of these ideas have been re-
cently implemented in the CARD Act of 2009, the 
Dodd- Frank Wall Street and Consumer Protection 
Act of 2010, and other policy initiatives. In addition, 
with the creation of the new Consumer Financial 
Protection Bureau (CFPB) in the Dodd- Frank Act, 
there is an opportunity to further learn from behav-
ioral research and to experiment with new approaches. 
We will briefly highlight some of these opportunities.

Behaviorally Informed home Mortgage regulation

full information disclosure to deBias Borrowers

With the advent of nationwide credit reporting sys-
tems and the refinement of credit scoring and model-
ing, the creditor and broker know information about 
the borrower that the borrower does not necessar-
ily know about himself, including not just his credit 
score, but his likely performance regarding a particu-
lar set of loan products. Creditors will know whether 
the borrower could qualify for a better, cheaper loan, 
as well as the likelihood that he will meet his obliga-
tions under the existing mortgage or become delin-
quent, refinance, default, or go into foreclosure. Yet  
lenders are not required to reveal this information 
to borrowers, and the impact of this lack of disclo-
sure is probably exacerbated by consumer beliefs. 
Consumers likely have false background assumptions 
regarding what brokers and creditors reveal and the 
implications of their offers. What if consumers believe 
the following:

Creditors reveal all information about me and the 
loan products I am qualified to receive. Brokers 
work for me in finding me the best loan for my 
purposes, and lenders offer me the best loans for 
which I qualify. I must be qualified for the loan I 
have been offered, or the lender would not have 
validated the choice by offering me the loan. 

Because I am qualified for the loan that must 
mean that the lender thinks that I can repay the 
loan. Why else would they lend me the money? 
Moreover, the government tightly regulates home 
mortgages; they make the lender give me all these 
legal forms. Surely the government must regulate 
all aspects of this transaction.

In reality, the government does not regulate as the 
borrower believes, and the lender does not necessar-
ily behave as the borrower hopes. Instead, information 
is hidden from the borrower, information that would 
improve market competition and outcomes. Given the 
consumer’s probably false background assumptions 
and the reality of asymmetric information favoring 
the lender and broker, we suggest that creditors be re-
quired to reveal useful information to the borrower at 
the time of the mortgage loan offer, including disclo-
sure of the borrower’s credit score and the borrower’s 
qualifications for the lender’s mortgage products and 
rates. Such an approach corresponds to the provision 
of debiasing information, in the top right of table 26.3.

The goal of these disclosures would be to put pres-
sure on creditors and brokers to be honest in their 
dealings with applicants. The additional informa-
tion might improve comparison shopping and, per-
haps, outcomes. Of course, revealing such informa-
tion would also reduce brokers’ and creditors’ profit 
margins. But because the classic market competition 
model relies on full information and assumes ratio-
nal behavior based on understanding, this proposal 
simply attempts to remove market frictions from in-
formation failures and to move market competition 
more toward its ideal. By reducing information asym-
metry, full information disclosure would help debias 
consumers and lead to more competitive outcomes.

ex Post standards- Based truth in lending

Optimal disclosure will not occur in all markets 
through competition alone because in many contexts 
firms have incentives to hide information about prod-
ucts or prices and because consumers will not insist 
on competition based on transparency due to a lack 
of knowledge or understanding and a misforecasting 
of their own behavior. Competition under a range of 
plausible scenarios will not necessarily generate psy-
chologically informative and actionable disclosure. 
Moreover, even if all firms have an incentive to dis-
close in meaningful ways, they may not disclose in the 
same way, thus undermining comparison shopping by 
consumers. If competition does not produce informa-
tive disclosure, disclosure regulation might be neces-
sary. But the mere fact that disclosure regulation is 
needed does not mean that it will work.
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A behavioral perspective should focus in part on 
improving the disclosures themselves. The goal of dis-
closure should be to improve the quality of informa-
tion about contract terms in meaningful ways. Simply 
adding information, for example, is unlikely to work. 
Disclosure policies are effective to the extent that they 
present a frame— a way of parsing the disclosure— 
that is both well understood and conveys salient in-
formation that helps the decision maker act optimally. 
It is possible, for example, that information about the 
failure frequency of particular products (“2 out of 10 
borrowers who take this kind of loan default”) might 
help, but proper framing can be difficult to achieve 
and to maintain consistently, given that it may vary 
across situations. Moreover, the attempt to improve 
decision quality through better consumer under-
standing, which is presumed to change consumers’ 
intentions, and consequently their actions, is fraught 
with difficulty. There is often a wide divide between 
understanding, intention, and action.

Furthermore, even if meaningful disclosure rules 
can be created, sellers can generally undermine what-
ever ex ante disclosure rule is established, in some 
contexts simply by “complying” with it: “Here’s the 
disclosure form I’m supposed to give you, just sign 
here.” With rules- based, ex ante disclosure require-
ments, the rule is set up first, and the firm (the dis-
closer) moves last. While an ex ante rule may attempt 
to provide information and facilitate comparison 
shopping, whatever incentives the discloser had to 
confuse consumers persist in the face of the regula-
tion. While officially complying with the rule, there is 
market pressure to find other means to avoid the salu-
tary effects on consumer decisions that the disclosure 
was intended to achieve.

In light of the challenges inherent to addressing 
such issues ex ante, we propose that policy makers 
consider shifting away from sole reliance on a rules- 
based, ex ante regulatory structure for disclosure as 
embodied in the Truth in Lending Act (TILA) and 
toward the integration of an ex post, standards- based 
disclosure requirement in addition. Rather than sole 
reliance on a rule, we would also deploy a standard, 
and rather than sole reliance on an ex ante decision 
about content, we would permit the standard to be 
enforced after the event, for example, after loans are 
made. In essence, courts or the new CFPB would 
determine whether the disclosure would have, under 
common understanding, effectively communicated 
the key terms of the mortgage, conforming to some 
minimum standard, to the typical borrower. This ap-
proach could be similar to ex post determinations of 
reasonableness of disclaimers of warranties in sales 
contracts under UCC 2- 316 (Uniform Commercial 
Code; see White and Summers, 1995). This type of 

policy intervention would correspond to a change in 
“scoring,” as in the lower right of table 26.3.

An ex post version of truth in lending based on 
a reasonable- person standard to complement the 
fixed disclosure rule under TILA might permit 
innovation— both in products themselves and in 
disclosure— while minimizing rule evasion. An ex 
post standard with sufficient teeth could change the 
incentives of firms to confuse and would be more dif-
ficult to evade. Under the current approach, creditors 
can easily “evade” TILA by simultaneously complying 
with its actual terms while making the required dis-
closures of the terms effectively useless in the context 
of borrowing decisions by consumers with limited at-
tention and understanding. TILA, for example, does 
not block a creditor from introducing a more salient 
term (“lower monthly cost!”) to compete with the 
disclosed APR for borrowers’ attention. By contrast, 
under an ex post standards approach, lenders could 
not plead mere compliance with a TILA rule as a de-
fense. Rather, the question would be one of objec-
tive reasonableness: whether the lender meaningfully 
conveyed the information required for a typical con-
sumer to make a reasonable judgment about the loan. 
Standards would also lower the cost of specification 
ex ante. Clarity of contract is hard to specify ex ante 
but easier to verify ex post. Over time, through agency 
action, guidance, model disclosures, no- action letters, 
and court decisions, the parameters of the reasonable-
ness standard would become known and predictable.

While TILA has significant shortcomings, we do 
not propose abandoning it. Rather, TILA would 
remain and could be improved with a better under-
standing of consumer behavior. The Federal Reserve 
Board, for example, unveiled major and useful changes 
to its disclosure rules based on consumer research.6 
TILA would still be important in setting uniform 
rules to permit comparison shopping among mort-
gage products, one of its two central goals. However, 
some of the burden of TILA’s second goal, to induce 
firms to reveal information that would promote better 
consumer understanding even under circumstances in 
which the firm believes that it would hurt the firm, 
would be shifted to the ex post standard.

There would be significant costs to such an ap-
proach, especially at first. Litigation or regulatory 
enforcement would impose direct costs, and the un-
certainty surrounding enforcement of the standard ex 
post might deter innovation in the development of 
mortgage products. The additional costs of compli-
ance with a disclosure standard might reduce lenders’ 
willingness to develop new mortgage products de-
signed to reach lower- income or minority borrowers 
who might not be served by the firms’ “plain vanilla” 
products.7 The lack of clear rules might also increase 
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consumer confusion regarding how to compare inno-
vative mortgage products to each other, even while 
it increases consumer understanding of the products 
being offered. Ultimately, if consumer confusion re-
sults mostly from firm obfuscation, then our proposal 
will likely help a good deal. By contrast, if consumer 
confusion in this context results mostly from market 
complexity in product innovation, then the proposal 
is unlikely to make a major difference and other ap-
proaches focused on loan comparisons might be war-
ranted (see, e.g., Thaler and Sunstein, 2008, this 
volume).

Despite the shortcomings of an ex post standard 
for truth in lending, we believe that such an approach 
is worth pursuing. To limit the costs associated with 
our approach, the ex post determination of reason-
ableness could be significantly confined. For example, 
if courts are to be involved in enforcement, the ex 
post standard for reasonableness of disclosure might 
be limited to providing a (partial) defense to full pay-
ment in foreclosure or bankruptcy, rather than being 
open to broader enforcement through affirmative suits 
for damages. Alternatively, rather than court enforce-
ment, the ex post standard might be applied solely 
by the CFPB through supervision. Furthermore, the  
ex post exposure might be significantly reduced 
through ex ante steps. For example, the CFPB might 
develop safe harbors for reasonable disclosures, issue 
model disclosures, or use no- action letters to provide 
certainty to lenders. Moreover, firms might be tasked 
with conducting regular surveys of borrowers or con-
ducting experimental design research to validate their 
disclosures; results from the research demonstrat-
ing a certain level of consumer understanding might 
provide a rebuttable presumption of reasonableness 
or even a safe harbor from challenge.8 The key is to 
give the standard sufficient teeth without deterring 
innovation. The precise contours of enforcement and 
liability are not essential to the concept, and weigh-
ing the costs and benefits of such penalties, as well as 
detailed implementation design, are beyond the scope 
of introducing the idea here.

sticky oPt- out mortgage regulation

While the causes of the mortgage crisis are myriad, a 
central problem was that many borrowers took out 
loans that they did not understand and could not af-
ford. Brokers and lenders offered loans that looked 
much less expensive than they really were, because 
of low initial monthly payments and hidden, costly 
features. Families commonly make mistakes in tak-
ing out home mortgages because they are misled by 
broker sales tactics, misunderstand the complicated 
terms and financial tradeoffs in mortgages, wrongly 

forecast their own behavior, and misperceive their risk 
of borrowing. How many homeowners really under-
stand how the teaser rate, introductory rate, and reset 
rate relate to the London Interbank Offered Rate 
plus some specified margin, or how many can judge 
whether the prepayment penalty will offset the gains 
from a teaser rate?

Altering the rules of the game of disclosure, and 
altering the “scoring” for seeking to evade proper 
disclosure, may be sufficient to reduce the worst out-
comes. However, if market pressures and consumer 
confusion are sufficiently strong, such disclosure may 
not be enough. If market complexity is sufficiently 
disruptive to consumer choice, product regulation 
might prove most appropriate. For example, by bar-
ring prepayment penalties, one could reduce lock- ins 
to bad mortgages; by barring short- term ARMs and 
balloon payments, one could reduce the pressure to 
refinance; in both cases, more of the cost of the loan 
would be pushed into interest rates, and competition 
could focus on an explicitly stated price in the form 
of the APR. Such price competition would benefit 
consumers, who would be more likely to understand 
the terms on which lenders were competing. Product 
regulation would also reduce cognitive and emotional 
pressures related to potentially bad decision making 
by reducing the number of choices and eliminating 
loan features that put pressure on borrowers to re-
finance on bad terms. However, product regulation 
may stifle beneficial innovation, and there is always 
the possibility that the government may simply get 
it wrong, prohibiting good products and permitting 
bad ones.

For that reason, we proposed a new form of reg-
ulation.9 We proposed that a default be established 
with increased liability exposure for deviations that 
harm consumers. For lack of a better term, we called 
this a sticky opt- out mortgage system. A sticky opt- 
out system would fall, in terms of stringency, between 
product regulation and disclosure. For reasons we 
will explain below, market forces would likely swamp 
a pure opt- out regime— that is where the need for 
stickiness came in. This approach corresponds to a 
combination of changing the rules of the game (top 
right of table 26.3), and changing liability standards 
(bottom right of that table).

The proposal is grounded in our equilibrium 
model of incentives for firms and of individual psy-
chology. Many borrowers may be unable to compare 
complex loan products and act optimally for them-
selves based on such an understanding (see, e.g., 
Ausubel, 1991). We thus deploy an opt- out strategy 
to make it easier for borrowers to choose a standard 
product and harder for them to choose a product 
they are less likely to understand. At the same time, 
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lenders may seek to extract surplus from borrowers 
because of asymmetric information about future in-
come or default probabilities (Musto, 2007), and, in 
the short term, lenders and brokers may benefit from 
selling borrowers loans they cannot afford. Thus, a 
pure default would be undermined by the firms, and 
regulation needs to take account of this market pres-
sure by pushing back.

In our model, lenders would be required to offer 
eligible borrowers a standard mortgage (or set of 
mortgages), such as a fixed- rate, self- amortizing 
thirty- year mortgage loan or a standard ARM prod-
uct according to reasonable underwriting standards. 
The precise contours of the standard set of mortgages 
would be set by regulation. Lenders would be free 
to charge whatever interest rate they wanted on the 
loan and, subject to the constraints outlined below, 
could offer whatever other loan products they wanted 
outside of the standard package. Borrowers, however, 
would get the standard mortgage offered, unless they 
chose to opt out in favor of a nonstandard option of-
fered by the lender, after honest and comprehensible 
disclosures from brokers or lenders about the terms 
and risks of the alternative mortgages. An opt- out 
mortgage system would mean borrowers would be 
more likely to get straightforward loans they could 
understand.

But a plain- vanilla opt- out policy is likely to be in-
adequate. Unlike the savings context, where market 
incentives align well with policies to overcome be-
havioral biases, in the context of credit markets, firms 
often have an incentive to hide the true costs of bor-
rowing. Given the strong market pressures to devi-
ate from the default offer, we would need to require 
more than a simple opt- out to make the default stick. 
Deviation from the offer would require heightened 
disclosures and additional legal exposure for lenders 
in order to make the default sticky. Under our plan, 
lenders would have stronger incentives to provide 
meaningful disclosures to those whom they convince 
to opt out, because they would face increased regula-
tory scrutiny or increased costs if the loans did not 
work out.

Future work will need to explore in greater de-
tail the enforcement mechanism. For example, under 
one potential approach to making the opt- out sticky, 
if default occurs after a borrower has opted out, the 
borrower could raise the lack of reasonable disclosure 
as a defense to bankruptcy or foreclosure. Using an 
objective reasonableness standard akin to that used 
for warranty analysis under the Uniform Commercial 
Code,10 if the court determined that the disclosure 
would not effectively communicate the key terms 
and risks of the mortgage to the typical borrower, 
the court could modify the loan contract. Although 
Congress rejected this proposal in the Dodd- Frank 

Act, if Congress were to revisit the issue, it could au-
thorize the CFPB to enforce the requirement on a 
supervisory basis rather than relying on the courts. 
The agency would be responsible for supervising the 
disclosures according to a reasonableness standard 
and would impose a fine on the lender and order 
corrective actions if the disclosures were found to be 
unreasonable. The precise nature of the stickiness re-
quired and the trade- offs involved in imposing these 
costs on lenders would need to be explored in greater 
detail, but in principle, a sticky opt- out policy could 
effectively leverage the behavioral insight that defaults 
matter with the industrial organizational insight that 
market incentives work against the advantages of a 
pure opt- out policy in many credit markets.

An opt- out mortgage system with stickiness might 
provide several benefits over current market outcomes.  
For one, a “plain vanilla” set would be easier to com-
pare across mortgage offers. Information would be 
more efficiently transmitted across the market. Con-
sumers would be likely to understand the key terms 
and features of such standardized products better 
than they would alternative mortgage products. Price 
competition would be more salient once the features 
were standardized. Behaviorally, when alternative, 
“non- vanilla” products are introduced, the consumer 
would be made aware that these represent deviations 
from the default, anchoring consumers on the de-
fault product and providing some basic expectations 
for what ought to enter into the choice. Framing the 
mortgage choice as one between accepting standard 
mortgage offers and needing affirmatively to choose 
a nonstandard product should improve consumer 
decision making. Creditors will be required to make 
heightened disclosures about the risks of alternative 
loan products, subject to legal sanction in the event 
of failure to reasonably disclose such risks; the legal 
sanctions should deter creditors from making highly 
unreasonable alternative offers with hidden and com-
plicated terms. Consumers may be less likely to make 
significant mistakes. In contrast to a pure product reg-
ulation approach, the sticky default approach allows 
lenders to continue to develop new kinds of mort-
gages, but only when they can adequately explain key 
terms and risks to borrowers.

Moreover, requiring a default accompanied by 
heightened disclosures and increased legal exposure 
for deviations may help boost high- road lending rela-
tive to low- road lending— at least if deviations result-
ing in harm are appropriately penalized. If offering an 
opt- out mortgage product helps to split the market 
between high-  and low- road firms and rewards the 
former, the market may shift (back) toward firms that 
offer home mortgage products that better serve bor-
rowers. For this to work effectively, the default— and 
efforts to make it sticky— should enable the consumer 
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easily to distinguish the typical “good” loan, benefit-
ing both lender and borrower, from a wide range of 
“bad” loans that benefit the lender with higher rates 
and fees but harm the borrower; that benefit the bor-
rower but harm the lender; or that harm borrower 
and lender but benefit third parties, such as brokers.

There will be costs associated with requiring an 
opt- out home mortgage. For example, sticky defaults 
may not be sticky enough to alter outcomes, given 
market pressures. The default could be undermined 
through the firm’s incentive structures for loan offi-
cers and brokers, which could provide greater rewards 
for nonstandard loans. Implementation of the measure 
may be costly, and the disclosure requirement and un-
certainty regarding enforcement of the standard might 
reduce overall access to home mortgage lending. There 
may be too many cases in which alternative products 
are optimal, so that the default product is in essence 
“incorrect” and comes to be seen as such. The default 
would then matter less over time, and the process 
of deviating from it would become increasingly just 
another burden (like existing disclosure paperwork) 
along the road to getting a home mortgage loan. Low- 
income, minority, or first- time homeowners who have 
benefited from more flexible underwriting and more 
innovative mortgage developments might see their ac-
cess reduced if the standard set of mortgages does not 
include products suitable to their needs.

One could improve these outcomes in a variety 
of ways. For example, the opt- out regulation could 
require that the standard set of mortgages include 
a thirty- year fixed mortgage, a five-  or seven- year 
adjustable- rate mortgage, and straightforward mort-
gages designed to meet the particular needs of first- 
time, minority, or low- income homeowners. One 
might develop “smart defaults,” based on key bor-
rower characteristics, such as income and age. With a 
handful of key facts, an optimal default might be of-
fered to an individual borrower. The optimal default 
would consist of a mortgage or set of mortgages that 
most closely align with the set of mortgages that the 
typical borrower with that income, age, and educa-
tion would prefer. For example, a borrower with ris-
ing income prospects might appropriately be offered 
a five- year adjustable rate mortgage. Smart defaults 
might reduce error costs associated with the pro-
posal and increase the range of mortgages that can 
be developed to meet the needs of a broad range 
of borrowers, including lower- income or first- time 
homeowners; however, smart defaults may add to 
consumer confusion. Even if the consumer (with the 
particular characteristics encompassed by the smart 
default) faces a single default product, spillover from 
options across the market may make decision making 
more difficult. Finally, it may be difficult to design 
smart defaults consistent with fair lending rules.

If Congress were to revisit this proposal in the fu-
ture, it could authorize the CFPB to implement such 
a program. Supervisory implementation would help 
to improve the standard mortgage choice set and to 
reduce enforcement costs over time. The CFPB could 
be required periodically to review the defaults and to 
conduct consumer experimental evaluation or survey 
research to test both the products and the disclosures, 
so that these stay current with developments in the 
home mortgage market. Indeed, lenders might be re-
quired to conduct such research and to disclose the 
results to the CFPB and the public upon developing 
a new product and its related disclosures. In addition, 
the CFPB might use the results of the research to 
provide safe harbors or no- action letters for disclo-
sures that are shown to be reasonable ex ante. The 
CFPB could conduct ongoing supervision and test-
ing of compliance with the opt- out regulations and 
disclosure requirements. Through such no- action let-
ters, safe harbors, supervision, and other regulatory 
guidance, the CFPB can develop a body of law that 
would increase compliance across the diverse financial 
sectors involved in mortgage lending, while reducing 
the uncertainty facing lenders from the new opt- out 
requirement and providing greater freedom for finan-
cial innovation.

restructure the relationshiP Between Brokers 
and Borrowers

An additional approach to addressing the problem of 
market incentives to exploit behavioral biases would 
be to focus directly on restructuring brokers’ duties 
to borrowers and reforming compensation schemes 
that provide incentives to brokers to mislead borrow-
ers. Mortgage brokers have dominated the subprime 
market. Brokers generally have been compensated 
with yield spread premiums (YSP) for getting bor-
rowers to pay higher rates than those for which the 
borrower would qualify. Such YSPs have been used 
widely.11 In loans with YSPs, unlike other loans, there 
is a wide dispersion in prices paid to mortgage bro-
kers. As Jackson and Burlingame (2007) have shown, 
within the group of otherwise comparable borrow-
ers paying YSPs, African Americans paid $474 more 
for their loans, and Hispanics $590 more, than white 
borrowers; thus, even if minority and white borrowers 
could qualify for the same rate, in practice minority 
borrowers are likely to pay much more.12

Brokers cannot be monitored effectively by bor-
rowers (See Jackson and Burlingame, 2007), and it is 
dubious that additional disclosures would help bor-
rowers be better monitors (see, e.g., Federal Trade 
Commission, 2007), because, among other things, 
borrowers do not always recognize potential conflicts 
of interest and because brokers’ disclosures of such 
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conflicts can paradoxically increase consumer trust 
(Cain, Loewenstein, and Moore, 2005). When a bro-
ker is seen to divulge that he works for himself, not in 
the interest of the borrower, the borrower’s trust in 
the broker may increase: here is a broker who is being 
honest! Moreover, the subprime mortgage crisis sug-
gests that while in theory creditors and investors have 
some incentives to monitor brokers, they do not do 
so effectively.

It is possible to undertake an array of structural 
changes regarding the broker- borrower relationship. 
For example, one could alter the incentives of credi-
tors and investors to monitor mortgage brokers by 
changing liability rules so that broker misconduct 
can be attributed to lenders and creditors in suits by 
borrowers (see Engel and McCoy, 2007). One could 
directly regulate mortgage brokers through licensing 
and registration requirements (as is done elsewhere, 
e.g., in the United Kingdom); recent U.S. legislation, 
known as the SAFE Act, now mandates licensing and 
reporting requirements for brokers. In addition, the 
ex post disclosure standard we suggest might have a 
salutary effect by making it more costly for lenders 
when brokers evade disclosure duties, thus generating 
better monitoring of brokers.

We also suggest that the duties of care that mort-
gage brokers owe to borrowers should be raised. A 
higher duty of care would more closely conform to 
borrower expectations about the role of mortgage 
brokers in the market. In addition, we support the 
banning of YSPs that are based on the interest rate 
charged, for example. Banning YSPs could reduce 
abuses by eliminating a strong incentive for brokers 
to seek out higher- cost loans for customers. In fact, 
a number of lenders moved away from YSPs to fixed 
fees with some funds held back until the loan has per-
formed well for a period of time, precisely because 
of broker conflicts of interest in seeking higher YSPs 
rather than sound loans. Banning YSPs is another way 
to reinforce high- road practices and protect against 
a renewed and profitable low- road push to increase 
market share once stability is restored to mortgage 
markets. Banning YSPs affects the payoff that brokers 
receive for mortgage products and thus constitutes a 
form of scoring change, corresponding to regulation 
in the bottom right of table 26.3.

Progress under the dodd- frank act

The Dodd- Frank Act fundamentally reforms con-
sumer financial protection policy in the United States. 
In the mortgage market, the Dodd- Frank Act un-
dertakes a number of steps to regulate the relation-
ship between borrowers and mortgage brokers. For 
example, the act requires registration and imposes a 
duty of care on mortgage brokers; bans steering to 

higher- cost products; and bans YSPs. The act requires 
that mortgage brokers and lenders assess a borrower’s 
ability to repay based on documented income, taking 
into account the fully indexed, fully amortizing rate on 
a mortgage. The act prohibits mandatory predispute 
arbitration clauses (which limit one’s right to access 
the courts), and it enhances disclosure requirements. 
It requires the use of escrow of taxes and insurance for 
higher- cost loans and improves escrow disclosure for 
all loans. It makes a number of changes to the Home 
Ownership and Equity Protection Act (HOEPA) to 
make it more effective and provide greater consumer 
protection.

The Dodd- Frank Act also puts in place two provi-
sions that foster standardization in the products of-
fered to consumers. The act requires risk retention 
for securitization of mortgage loans but exempts 
Qualified Residential Mortgages, which are designed 
to be standard, high- quality mortgage products with 
straightforward terms and solid underwriting. For 
loans falling outside this category that are securi-
tized, the securitizer (or the originator) would need 
to retain capital to back a portion of the securitiza-
tion risk. There would thus be a strong incentive to 
make Qualified Residential Mortgages. The Dodd- 
Frank Act also sets out provisions for qualified mort-
gages, ones for which the ability- to- pay requirement 
is deemed to be met. In sum, the act defines an ap-
proach to the standardization of the terms and under-
writing of such mortgages. Lenders making nonquali-
fied mortgages face a larger potential risk of liability in 
the event that such loans fail.

More fundamentally, the act put in place the new 
CFPB to supervise major financial institutions and to 
set rules and enforce consumer protections across the 
market. In addition to its authorities to set rules for 
and enforce existing consumer financial protection 
laws, the CFPB has the authority to ban unfair, de-
ceptive, or abusive acts or practices. The bureau can 
also prescribe rules for disclosures of any consumer fi-
nancial product. In doing so, it will rely on consumer 
testing, can issue model disclosures that provide a safe 
harbor for compliance, and may permit financial in-
stitutions to use trial disclosure programs to test out 
the effectiveness of alternative disclosures to those 
provided for in the CFPB model form. The Bureau 
is mandated to merge conflicting mortgage disclo-
sures from the Real Estate Settlement Procedures Act 
(RESPA) and TILA into a simple form. Consumers 
are provided with rights to access information about 
their own product usage in standard, machine- 
readable formats. Over time, the CFPB may generate 
research and experimentation that will improve our 
understanding of consumer financial decision mak-
ing, and in turn will support the bureau’s supervision, 
rule- writing, and enforcement.
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In addition to these changes to consumer finan-
cial protection, the act makes a number of changes 
to investor protection. For example, it provides the 
Securities and Exchange Commission (SEC) with 
authority to engage in investor testing to improve 
disclosures or other rules. The SEC is authorized to 
clarify the duties of investment advisors and broker- 
dealers so that they have the same high standard of 
care— a fiduciary duty (which, until now, investment 
advisors had but broker- dealers providing individual-
ized investment advice did not). The commission is 
also authorized to require better disclosures of bro-
ker duties and conflicts of interest and to mandate 
presale disclosures for investment products. Like the 
CFPB, the SEC is authorized to restrict mandatory 
predispute arbitration. These changes should materi-
ally advance investor protections consistent with the 
framework we have laid out.

Behaviorally Informed Credit Card regulation

using framing and salience in disclosures to 
enCourage gooD CreDIt CarD BehavIor

Credit card companies have fine- tuned product offer-
ings and disclosures in a manner that appears to be 
systematically designed to prey on common psycho-
logical biases— biases that limit consumer ability to 
make optimal choices regarding credit card borrowing 
(Bar- Gill, 2004). Behavioral economics suggests that 
consumers underestimate how much they will borrow 
and overestimate their ability to pay their bills in a 
timely manner, and credit card companies then price 
their credit cards and compete on the basis of these 
fundamental human failings. Nearly 60% of credit 
card holders do not pay their bills in full every month  
(Bucks et al., 2006). Moreover, excessive credit card 
debt can lead to bankruptcy (Mann, 2006). Mann 
(2007) has argued that credit card companies seek to 
keep consumers in a “sweat box” of distressed credit 
card debt, paying high fees for as long as possible be-
fore finally succumbing to bankruptcy.

The 2005 bankruptcy legislation focused on the 
need for improved borrower responsibility but paid 
insufficient attention to creditor responsibility for 
borrowing patterns.13 Credit card companies pro-
vided complex disclosures regarding teaser rates, in-
troductory terms, variable rate cards, penalties, and a 
host of other matters. Both the terms themselves and 
the disclosures were confusing to consumers.14 Credit 
card companies, it appears, were not competing to 
offer the most transparent pricing.

The Office of the Comptroller of the Currency 
required national banks to engage in better credit 
card practices and to provide greater transparency 
on minimum payments,15 and the Federal Reserve 

proposed changes to its regulations under TILA, 
partly in the wake of amendments contained in the 
bankruptcy legislation.16 Under the proposals, for ex-
ample, creditors would need to disclose that paying 
only the minimum balance would lengthen the payoff 
time and interest paid on the credit card; describe a 
hypothetical example of a payoff period paying only 
the minimum balance; and provide a toll- free number 
for the consumer to obtain an estimate of actual pay-
off time.17 Although the very length and complexity 
of the board’s proposal hints at the difficulty of the 
task of disclosure to alter consumer understanding 
and behavior, such improved disclosures might nev-
ertheless help.

In earlier work (Barr, Mullainathan, and Shafir, 
2008a), we proposed that Congress could require 
that minimum payment terms be accompanied by 
clear statements regarding how long it would take, 
and how much interest would be paid, if the custom-
er’s actual balance were paid off in minimum pay-
ments, and card companies could be required to state 
the monthly payment amount that would be required 
to pay the customer’s actual balance in full over some 
reasonable period of time, as determined by regula-
tion. These tailored disclosures use framing and sa-
lience to help consumers, whose intuitions regarding 
compounding and timing are weak, to make better- 
informed borrowing and payment choices based on 
their specific circumstances. Such an approach would 
mandate behaviorally informed changes in informa-
tion disclosure rules in order to help debias consum-
ers (corresponding to the top right of table 26.3). 
Although credit card companies have opposed such 
ideas in the past, disclosures based on the customer’s 
actual balances are not overly burdensome, as evi-
denced by their implementation following the CARD 
Act of 2009.

Disclosures regarding the expected time to pay 
off actual credit card balances are designed to facili-
tate clearer thinking but may not be strong enough 
to matter. Even if such disclosure succeeds in shap-
ing intention, we know that there is often a large gap 
between intention and action.18 In fact, borrowers 
would need to change their behavior in the face of 
strong inertia and marketing by credit card compa-
nies, which often propel them to make no more than 
minimum payments. More generally, once enacted, 
market players opposed to such disclosures would 
promptly work to undermine them with countervail-
ing marketing and other policies. And there could be 
occasional costs in other directions: for example, con-
sumers who used to pay more than the amount re-
quired to pay off their bills in the time frame specified 
by regulators may now be drawn to pay off their bills 
more slowly. Recent preliminary research by Tufano 
(2009) suggests that the CARD Act may have had this  
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mixed effect— improving the outcomes for borrowers 
who paid more slowly, while worsening the outcomes 
for those who previously caught up more quickly than 
the statement’s anchor on a payoff plan of three years.

an oPt- out Payment Plan for credit cards

A related approach, intended to facilitate behavior 
through intention, would be to develop an opt- out 
payment plan for credit cards under which consumers 
would need to elect a default payment level meant 
to pay off their existing balance over a chosen pe-
riod of time unless the customer affirmatively opted 
out and chose an alternative payment at any point.19 
Consumers could elect to alter their chosen payment 
plan in advance or could, with modest friction costs, 
opt out and change the plan at the time they receive 
their bill. Such an approach corresponds to changing 
the rules through opt- out policies (top right of ta-
ble 26.3). Given what we know about default rules, 
such payment plans may create expectations about 
consumer conduct, and in any event, inertia would 
cause many households simply to follow the initially 
chosen plan. Increasing such behavior, as driven by 
prior intentions, could mean lower rates of interest 
and fees paid, and lower incidences of financial fail-
ure. A chosen opt- out payment plan may also impose 
costs. Some consumers who, in the absence of the 
opt- out plan, would have paid off their credit cards 
sooner, might underestimate their capacity and opt 
for a slower payment plan, thus incurring higher costs 
from interest and fees. Alternatively, some consumers 
may follow their chosen opt- out payment plan when 
it is unaffordable for them, consequently reducing 
necessary consumption, such as medical care or suf-
ficient food, or incurring other costly forms of debt. 
Still, confronting the need to determine a default pay-
ment plan may force card holders to address the real-
ity of their borrowing and help to alter their borrow-
ing behavior or their payoff plans.

regulate late fees

One problem with the pricing of credit cards is that 
credit card firms can charge late and over- limit fees 
with relative impunity because consumers typically 
do not believe ex ante that they will pay such fees. 
Instead, consumers shop based on other factors, such 
as annual fees, interest rates, or various reward pro-
grams. In principle, firms need to charge late and 
over- limit fees in order to incentivize customers to 
avoid late fees and going over their credit limits. In 
practice, given the high fees they charge, credit card 
firms are perfectly content to let consumers pay late 
and exceed their limits.

In earlier work, we proposed changing the scor-
ing of the game (corresponding to a regulatory choice 
in the bottom right of table 26.3). Under our pro-
posal, firms could deter consumers from paying late 
or going over their credit card limits with whatever 
fees they deemed appropriate, but the bulk of such 
fees would be placed in a public trust to be used for 
financial education and assistance to troubled bor-
rowers. Firms would retain a fixed percentage of the 
fees to pay for their actual costs incurred from late 
payments or over- limit charges, and for any increased 
risks of default that such behavior presages. The ben-
efit of such an approach is that it permits firms to 
deter “bad conduct” by consumers who pay late or 
go over credit limits but prevents firms from profiting 
from consumers’ predictable misforecasts regarding 
their own late payment and over- the- limit behaviors. 
Firms’ incentives to encourage or overcharge for such 
behaviors would be removed, while their incentives 
to deter consumer failures appropriately and cover a 
firm’s costs when they occur would be maintained.

advances in the card act of 2009

The CARD Act of 2009 enacted a number of key 
changes to the credit card market that take seriously 
the behavioral insights and the incentives of firms to 
exploit consumer failings. For example, the CARD 
Act provides for improvements in plain language 
disclosures and timing on credit card agreements. It 
requires credit card companies to notify consumers 
forty- five days in advance of certain major changes 
to card terms, such as interest rates and fees, and it 
requires that disclosures include information on the 
time and cost of making only the minimum payment, 
as well as the time and cost of paying off the balance 
within three years. Moreover, consumers are provided 
with monthly and year- to- date figures on interest 
costs and fees incurred, so that they can more read-
ily compare anticipated costs with their actual usage 
patterns. The act requires firms to obtain consumers’ 
consent— an opt- in— for over- limit transactions. The 
act bans practices such as certain retroactive rate hikes 
on existing balances, late fee traps (including mid- day 
due times, due dates less than twenty- one days after 
the time of mailing statements, and moving due dates 
around each month), and double cycle billing. These 
practices have in common that consumers cannot 
readily shape their behavior to avoid the charges; the 
fees or changes in question are not readily shopped 
for in choosing a credit card, and disclosures are of 
little help. Since consumers generally do not under-
stand how payments are allocated across account 
balances even after improved disclosures (Federal  
Reserve 2007a,b, 2008), the act requires a consumer’s 
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payments above the minimum required to be applied 
first toward higher- cost balances. In addition, the act 
takes up the concern with late fees but goes beyond 
our proposals. Instead, recognizing that consumers 
do not shop for penalty fees and that they often mis-
forecast their own behavior, it requires that late fees 
and other penalty fees be “reasonable and propor-
tionate,” as determined by implementing rules; that 
in any event the fees not be larger than the amount 
charged that is over the limit or late; and that a late 
fee or other penalty fee cannot be assessed more than 
once for the same transaction or event. Furthermore, 
the act takes steps to make it easier for the market to 
develop mechanisms for consumer comparison shop-
ping by requiring the public posting to the Federal 
Reserve of credit card contracts in machine- readable 
formats. Private firms or nonprofits can then develop 
tools for experts and consumers to use to evaluate 
these various contracts. The CFPB will undoubtedly 
have occasion to review these and other requirements 
in the future.

increasing saving among low-  and  
moderate- income households

We have focused in this chapter on improving out-
comes in the credit markets using insights from be-
havioral economics and industrial organization. Our 
focus derives from the relative lack of attention to this 
area in the behavioral literature thus far and from the 
fact that credit markets pose a challenge to approaches 
that do not pay sufficient heed to the incentives firms 
have to exploit consumer biases. Savings is another 
area ripe for further examination. Whereas much of 
the behaviorally informed policy work on saving has 
thus far focused on using defaults to improve retire-
ment saving, many low-  and moderate- income (LMI) 
households have a much greater need to focus on 
basic banking services and short- term savings options, 
services which, for this population, are likely to re-
quire a different mix of governmental responses than 
those in the context of retirement savings for middle-  
and upper- income households.

Many LMI individuals lack access to financial ser-
vices, such as checking accounts or easily utilized sav-
ings opportunities, that middle- income families take 
for granted. High- cost financial services, barriers to 
savings, lack of insurance, and credit constraints in-
crease the economic challenges faced by LMI families. 
In the short run, it is often hard for these families to 
deal with fluctuations in income that occur because 
of job changes, instability in hours worked, medi-
cal emergencies, changes in family composition, or a 
myriad of other factors that cause abrupt changes in 
economic inflows and outflows. At low income levels, 

small income fluctuations may create serious problems 
in paying rent, utilities, or other bills. Moreover, the 
high costs and low utility of financial services used by 
many low- income households extract a daily toll on 
take- home pay. Limited access to mainstream financial 
services reduces ready opportunities to save and limits 
families’ ability to build assets and save for the future.

In theory, opt- out policies ought to work well 
among LMI households, as in the retirement world, 
in encouraging saving. However, while in general the 
market pulls in the same direction as policy in encour-
aging saving, market forces weaken or break down en-
tirely with respect to encouraging LMI households’ 
saving. This is simply because the administrative costs 
of collecting small- value deposits are high in rela-
tion to the banks’ potential earnings on the relatively 
small amounts saved, unless the bank can charge high 
fees; and with sufficiently high fees, it is not clear 
that utilizing a bank account makes economic sense 
for LMI households. Indeed, the current structure 
of bank accounts is one of the primary reasons why 
LMI households do not have them. High minimum 
balance requirements, high fees for overdraft protec-
tion or bounced checks, and delays in check clear-
ance, dissuade LMI households from opening or re-
taining bank transaction accounts. Moreover, banks 
use the private ChexSystem to screen out households 
who have had difficulty with accounts in the past. 
Behaviorally insightful tweaks, while helpful, are un-
likely to suffice in this context; rather, along with the 
behavior of consumers who open and maintain them, 
we need to change the nature of the accounts being 
offered.

Proposals in this area pertain to changing the rules 
and the scoring on the left- hand side of table 26.3, 
where markets may prove neutral to, or even positively 
inclined toward, the potential reduction of consumer 
fallibility. We need to figure out how to increase scale 
and to offset costs for the private sector to increase 
saving by LMI families. We propose three options: a 
new “gold seal” for financial institutions in return for 
offering safe and affordable bank accounts; various 
forms of tax credits, subsidies, or innovation prizes; 
and a proposal under which the Treasury would di-
rect deposit tax refunds into opt- out bank accounts 
automatically set up at tax time. The proposals are de-
signed to induce the private sector to change their ac-
count offerings by offering government inducement 
to reach scale, as well as to alter consumer behavior 
through the structure of the accounts offered. In par-
ticular, the government seal of approval, tax credit or 
subsidy, or bundling through the direct deposit of tax 
refunds changes the scoring to firms for offering such 
products, while the opt- out nature of the proposal 
and other behavioral tweaks change the starting rules.
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One relatively “light touch” approach to improv-
ing outcomes in this area would be to offer a gov-
ernment “gold seal” for financial institutions offering 
safe and affordable bank accounts. While the gold seal 
would not change the costs of the accounts them-
selves, it might increase the potency of the bank’s 
marketing and thus reduce acquisition costs; also, the 
goodwill generated might improve the bank’s image 
overall and thus contribute to profitability. Similarly, 
small prizes for innovation in serving LMI customers 
might heighten attention to the issue and increase in-
vestment in research and development of technology 
to serve the poor. Grants to local communities and 
nonprofits may increase their outreach and improve 
the provision of financial education and information 
and help banks and credit unions reach out to LMI 
customers.

To overcome the problem of the high fixed costs of 
offering sensible transaction accounts to low- income 
individuals with low savings levels, Congress could 
enact a tax credit for financial institutions that offer 
safe and affordable bank accounts to LMI households 
(Barr 2004, 2007). The tax credit would be pay- for- 
performance, with financial institutions able to claim 
tax credits for a fixed amount per account opened by 
LMI households. The accounts eligible for tax credit 
could be structured and priced by the private sector 
according to essential terms required by regulation. 
For example, costly and inefficient checking accounts 
with a high risk of overdraft would be eschewed in 
favor of low- cost, low- risk accounts with only debit- 
card access. The accounts would be debit- card based, 
with no check- writing capability, no overdrafts per-
mitted, and no ChexSystems rejections for past ac-
count failures in the absence of fraud or other mean-
ingful abuse.

Direct- deposit tax refund accounts could be used 
to encourage savings and expanded access to bank-
ing services, while reducing reliance on costly refund- 
anticipation loans and check- cashing services (Barr 
2004, 2007). Under the plan, unbanked low- income 
households who file their tax returns would have their 
tax refunds directly deposited into a new account. 
Direct deposit is significantly cheaper and faster than 
paper checks, both for the government and for taxpay-
ers. Taxpayers could choose to opt out of the system 
if they did not want to directly deposit their refund, 
but the expectation is that the accounts would be 
widely accepted since they would significantly reduce 
the costs and expedite the timing of receiving one’s 
tax refund. By using an opt- out strategy and reach-
ing households at tax time, this approach could help 
to overcome the tendency to procrastinate in setting 
up accounts. By reducing the time it takes to receive 
a refund and permitting a portion of the funds to be 

used to pay for tax preparation, setting up such ac-
counts could help to reduce the incentives to take out 
costly refund loans, incentives that are magnified by 
temporal myopia and misunderstanding regarding the 
costs of credit. Such accounts would also eliminate 
the need to use costly check- cashing services for one’s 
tax refund check. Moreover, the account could con-
tinue to be used past tax time. Households could use 
the account like any other bank account— to receive 
their income, save, pay bills, and, of course, to receive 
their refund in following years. There are a variety of 
ways to structure these accounts, all of which would 
deploy opt- out strategies and government bundling 
to reach scale and better align the costs of overcom-
ing consumer bias with the shared benefit of mov-
ing households into the banking system. Such an ap-
proach could efficiently bring millions of households 
into the banking system.

The power of these initiatives could be significantly 
increased if it were coupled with a series of behavior-
ally informed efforts to improve the take- up of the 
accounts and the savings outcomes for account hold-
ers. For example, banks could encourage employers 
to endorse direct deposit and automatic savings plans 
to set up default rules that would increase savings 
outcomes. With an automatic savings plan, accounts 
could be structured so that holders could designate a 
portion of their paycheck to be deposited into a sav-
ings “pocket”; the savings feature would rely on the 
precommitment device of automatic savings, and the 
funds would be somewhat more difficult to access than 
those in the regular bank account to make the com-
mitment more likely to stick. To provide the necessary 
access to emergency funds in a more cost-effective 
manner than is usually available to LMI households, 
the bank account could also include a six- month con-
sumer loan with direct deposit and direct debit, using 
relationship banking and automated payment systems 
to provide an alternative to costly payday loans. With 
direct deposit of income and direct debit of interest 
and principal due, the loan should be relatively low- 
risk and costless for the bank to service. With a lon-
ger payment period than in typical payday lending, 
the loan should be more manageable for consumers 
living paycheck to paycheck and would likely lead to 
less repeated borrowing undertaken to stay current 
on past loans. Moreover, the loan repayment features 
could also include a provision that consumers “pay 
themselves first,” by including a savings deposit to 
their account with every payment. Such a precommit-
ment device could overcome the bias to procrastinate 
in savings and reduce the likelihood of needing future 
emergency borrowing. All these efforts could increase 
take up of the banking product and lead to improved 
savings outcomes.
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The federal government under President Obama 
has made some progress toward these objectives over 
the last couple of years. The Treasury Department has 
launched pilot programs to test different product at-
tributes, including debit cards and payroll cards, and 
the FDIC has launched a pilot with a group of banks 
to test consumer demand and sustainability of a safe 
and affordable account, using an FDIC template, or 
gold seal. Finally, the Treasury obtained authorization 
in the Dodd- Frank Act to experiment with a variety of 
methods to increase access to bank accounts for low- 
income households, including the provision of seed 
money for research and development into innovative 
technology and services.

Conclusion

We have proposed a conceptual framework for behav-
iorally informed regulation. The framework relies on a 
more nuanced understanding of human behavior than 
is found in the classical rational actor model, which 
underlies much policy thinking. Whereas the classi-
cal perspective generally assumes people know what is 
important and knowable, that they plan with insight 
and patience, and that they carry out their plans with 
wisdom and self- control, the central gist of the behav-
ioral perspective is that people often fail to know and 
understand things that matter; that they misperceive, 
misallocate, mispredict, and fail to carry out their in-
tended plans; that the context in which they function 
has great impact; and that institutions shape defaults, 
planning, and behavior itself. Behaviorally informed 
regulation is cognizant of the importance of framing 
and defaults, of the gap between information and un-
derstanding and between intention and action, and 
of the role of decisional conflict and other psycho-
logical factors that affect how people behave. At the 
same time, we argue, behaviorally informed regula-
tion needs to take into account not only behavioral 
insights about individuals but also economic insights 
about markets.

In this framework, successful regulation requires 
integrating a more nuanced view of human behavior 
with an understanding of markets. Markets have been 
shown to systematically favor overcoming behavioral 
biases in some contexts and to systematically favor ex-
ploiting those biases in other contexts. A central illus-
tration of this distinction is the contrast between the 
market for saving and that for borrowing— in which 
the same fundamental human tendency to underap-
preciate the impact of compounding interest leads 
to opposite market reactions. In the savings context, 
firms seek to overcome the bias; in the credit con-
text, they seek to exploit it. Our framework largely 

retains the classical perspective of consumers interact-
ing with firms in competitive markets. The difference 
is that consumers are now understood to be fallible 
in systematic and important ways, and firms are seen 
to have incentives to overcome or to exploit these 
shortcomings.

More generally, firms not only will operate on the 
contour defined by human psychology but also will 
respond strategically to regulations. And firms get to 
act last. Because the firm has a great deal of latitude 
in issue framing, product design, and so on, they have 
the capacity to affect consumer behavior and in so 
doing to circumvent or pervert regulatory constraints. 
Ironically, firms’ capacity to do so is enhanced by their 
interaction with “behavioral” consumers (as opposed 
to the hypothetically rational consumers of neoclassi-
cal economic theory), since so many of the things a 
regulator would find hard or undesirable to control 
(e.g. frames, design nuance, complexity) can be used 
to influence consumers’ behavior greatly. The chal-
lenge of behaviorally informed regulation, therefore, 
is to envision not only the role of human behavior, but 
also the ways in which firms are likely to respond to 
consumer behavior and to the structure of regulation.

We have developed a model in which outcomes are 
an equilibrium interaction between individuals with 
specific psychologies and firms that respond to those 
psychologies within specific markets. These outcomes 
may not be socially optimal. To the extent that the 
interaction produces real harm, regulation could ad-
dress the potential social welfare implications of this 
equilibrium. Taking both individual psychology and 
industrial organization seriously suggests the need for 
policy makers to consider a range of market- context- 
specific policy options, including both changing the 
“rules” of the game, as well as changing its “scoring.” 
We have explored some specific applications of this 
conceptual framework for financial services.

Notes

1. In addition to incentives to increase savings, employers 
also seek to boost employee retention, and they must com-
ply with federal pension rules designed to ensure that the 
plans are not “top heavy.” Moreover, there are significant 
compliance issues regarding pensions and retirement plans, 
disclosure failures, fee churning and complicated and costly 
fee structures, and conflicts of interest in plan management, 
as well as problems with encouraging employers to sign up 
low- wage workers for retirement plans. Yet, as a comparative 
matter, market incentives to overcome psychological biases 
in order to encourage saving are more aligned with optimal 
social policy than are market incentives to exacerbate psy-
chological biases to encourage borrowing.
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2. We use this bimodal framework of regulatory choice 
to simplify the exploration of how our model of individual 
psychology and firm incentives affects regulation. We ac-
knowledge that the regulatory choice matrix is more com-
plex (see Barr, 2005).

3. This is largely because of the existing regulatory 
framework: pension regulation gives employers incentives to 
enroll lower- income individuals in 401(k) programs. Absent 
these, it is likely that firms would be happy to discourage 
enrollment since they often must pay the match for these 
individuals. This point is interesting because it suggests that 
even defaults in savings only work because some other regu-
lation “changed the scoring” of the game.

4. This example abstracts from collection costs (which 
would reduce firms' incentives to hide borrowing costs) and 
instead focuses on the short- term behavior generally exhib-
ited by firms, as in the recent home mortgage crisis.

5. In the interests of full disclosure, one of us (Barr), was 
the assistant secretary of the treasury for financial institu-
tions from 2009 to 2010 and led the effort to put in place a 
number of these reforms in the CARD Act, the Dodd- Frank 
Act, and other Treasury initiatives.

6. See Federal Reserve Board, Final Rule Amending 
Regulation Z, 12 CFR Part 226 (July 14, 2008); Summary 
of findings: Consumer testing of mortgage broker disclo-
sures. Submitted to the Board of Governors of the Federal 
Reserve System, July 10, 2008 (Retrieved from http:// 
www.federalreserve.gov/newsevents/press/bcreg/2008 
0714regzconstest.pdf ); Federal Reserve Board, Proposed 
Rule Amending Regulation Z, 72 Fed. Reg.114: 32948 
(codified at 12 CFR Part 226 [June 14, 2007]); Federal 
Reserve Board (2007a).

7. Although the financial industry often calls for “prin-
ciples based” approaches to regulation, in the course of the 
Dodd- Frank Act legislative debate, the industry strongly re-
sisted this approach, perhaps for these reasons.

8. Ian Ayres recently suggested to us that the burden 
might be placed on the plaintiff to use consumer survey data 
to show that the disclosure was unreasonable, similar to the 
process used under the Lanham Act for false advertising 
claims. In individual cases, this might be infeasible, but such 
an approach might work either for class actions or for claims 
brought by the CFPB.

9. Again, in the interest of full disclosure, this proposal 
was included in the Treasury Department’s legislation for 
the new CFPB but was not included in the final legislation 
as enacted.

10. See the discussion above relating to the reasonable-
ness standard for disclosure. As noted above, consumer 
survey evidence could be introduced, either by the CFPB, 
plaintiffs, or defendants, as to the reasonableness standard.

11. See Jackson and Burlingame (2007). While in prin-
ciple YSPs could permit lenders legitimately to pass on the 
cost of a mortgage broker fee to a cash- strapped borrower 

in the form of a higher interest rate rather than in the form 
of a cash payment, the evidence suggests that YSPs are in 
fact used to compensate brokers for getting borrowers to 
accept higher interest rates, prepayment penalties, and other 
loan terms.

12. See also Guttentag (2000).
13. See Bankruptcy Abuse Prevention and Consumer 

Protection Act of 2005, Pub L. No. 109- 8, 119 Stat. 23 
(codified at 11 U.S.C. § 101 et seq (2005)).

14. See, e.g., U. S. General Accounting Office (2006).
15. See, e.g., Office of the Comptroller of the Currency 

(2003, 2004a, 2004b).
16. See Federal Reserve Board (2007b).
17. Federal Reserve Board, Proposed Rule, 12 C.F.R. 226, 

proposed §.7(b)(12), implementing 15 U.S.C. §1637(b)(11).
18. Buehler, Griffin, and Ross (2002); Koehler and Poon,  

(2005).
19. Barr (2007). For a related proposal, see Gordon and 

Douglas (2005), in which they argue for an opt- out direct- 
debit arrangement for credit cards.
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Chapter 27

Psychology and Economic Policy
William J.  Congdon

As this volume amply demonstrates, insights from 
psychology can and do inform multiple spheres of 
public policy. From labor law to food and nutrition 
policy to criminal justice procedures, the role and 
design of policy, as well as its ultimate effectiveness, 
depend on how the targeted or affected individuals 
behave. By offering a scientific, empirically based way 
of better understanding how humans think, decide, 
and act, psychological research holds great potential 
for improving the analysis and design of public policy.

Nowhere is this more true than for economic 
policy. Already, psychology, under the rubric of be-
havioral economics, has demonstrated a tremen-
dous promise for informing economic policy. Most 
famously, insights from psychology have had a clear 
impact on retirement savings policy, as touched on 
in numerous chapters in this volume. The practice of 
automatic enrollment in 401(k)s has been codified in 
the Pension Protection Act of 2006. Another recent 
reform makes it easier for individuals to direct a por-
tion of their income tax refunds to retirement savings 
accounts. And current proposals include the establish-
ment of more automatic forms of IRAs and the sim-
plification of retirement savings tax credits available to 
low-  and moderate- income families.

Each of these policy innovations has a direct ante-
cedent in research in behavioral economics. The dra-
matic success of automatic enrollment in 401(k) plans 
provides the most striking example. In one influential 
study, participation rates among new workers in one 
company’s 401(k) plan went from 37% to 86% after 
switching from a traditional enrollment scheme to 
one in which workers were automatically enrolled but 
could later opt out (Madrian and Shea, 2001). Some 
estimates suggest that the total increase in 401(k) bal-
ances due to the move to automatic enrollment may 
be as much as $300 billion over ten years (Iwry, Gale, 
and Orszag, 2006).

The excitement and the resulting policy reform 
generated by the automatic enrollment findings have 
been due to a number of factors. From the perspec-
tive of policy, this was a highly desirable result. The 
policy goal of encouraging retirement savings is a 

long- standing one. Automatic enrollment was de-
monstrably effective. Moreover, as policies to pro-
mote retirement savings go, automatic enrollment has 
been cheap. It leads individuals to contribute more to 
their 401(k) plans without requiring, for example, the 
government to increase the tax subsidy.

From the perspective of behavioral economics and 
from that of the larger project of informing economic 
policy with insights from psychology, these results 
and the subsequent policy showed the real- world rel-
evance of behavioral economics. Any lingering doubt 
that behavioral economics was a purely academic ex-
ercise, collecting fascinating but ultimately inconse-
quential examples of human foibles, was largely put 
to rest. The automatic enrollment result was one that  
standard economic models would not have predicted 
and a policy reform they did not suggest.

Based in part on this success, policy makers have 
shown an interest in considering the behavioral di-
mensions of everything from labor- market policies to 
health- care reform to environmental regulations. And 
economists and behavioral science researchers have 
sought to apply lessons from psychology in many of 
these areas, as evidenced both by the wide variety of 
economic policy topics considered in this volume, as 
well as by other research and writing.

But while behavioral economics is clearly a power-
ful tool for policy, it is not clear that we know how 
best to wield it. Should we take defaults as a new lever 
for economic policy and look for other domains in 
which to apply them? Or were defaults a lever specific 
to retirement savings? How do we search for other 
such levers? Moreover, while defaults achieve some 
narrow goals associated with participation in retire-
ment savings plans, how do they relate to broader 
social goals related to life- cycle saving and retirement 
security? Does the success of defaults in encourag-
ing participation in retirement savings plans raise any 
larger questions about how policy ought to be struc-
tured in that domain?

The chapters in this book related to economic pol-
icy document many successes in applying psychologi-
cal lessons to economic policy, but they also reflect 
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some of this uncertainty. This uncertainty arises most 
clearly in the application of psychological insights to 
economic policy questions. Given some set of policy 
objectives— encouraging retirement savings, discour-
aging carbon emissions, alleviating poverty, and so 
on— how can psychological insights improve policy 
design? Economic analysis is still, to a large extent, in 
an age of discovery when it comes to learning about 
the practical applications of psychological concepts 
and findings to questions of economic policy.

This hesitancy reflects, in part, a deeper uncer-
tainty related to the broader approach that econom-
ics should take in incorporating psychological insights 
into policy analysis. Findings from psychology raise 
difficult questions for policy that economics is not 
accustomed to tackling— if individuals can make mis-
takes or procrastinate, how should economic policy 
deal with or reflect that possibility? Moreover, find-
ings from psychology might not only inspire us to 
rethink the design of policy responses, but also cause 
us to rethink the nature of underlying problems. If 
procrastination is the problem in retirement saving, 
are 401(k)s the solution?

Building an Approach

In general, even where insights from psychology are 
relevant to economic policy, they cannot be applied 
to policy analysis directly. For example, research in 
psychology has determined that individuals have 
only limited attention. This is likely to be relevant for 
policies related to life- cycle saving or curbing carbon 
emissions, but the application is not mechanical. The 
finding alone does not imply anything specific for 
economic policy. Likewise, economic policies rarely 
beg particular psychological insights. What is needed, 
then, is an approach for integrating psychological in-
sights into economic policy analysis.

We need to do this for economic policy for at least 
two reasons. One is to provide a framework for how 
to apply psychological insights. This is the key issue 
for informing the design of economic policy. Given 
findings from psychology, how should we think about 
the implications for the tools that economic policy 
typically employs? What are the implications of lim-
ited attention for, say, the effectiveness of corrective 
taxes? Moreover, what new design tools does psychol-
ogy add to our tool kit, and how do they operate? 
Channel factors might imply the power of, for exam-
ple, defaults in social programs— and so on.

But we also need an approach in order to provide a 
filter that tells us what to do with those insights. Eco-
nomic policy analysis is restrictive. It identifies some 
situations— for example, market failures— as problems 

economic policy can rectify and leaves others aside. 
For a behavioral approach to economic policy we have 
to ask, Do findings from psychology change how we 
think about the underlying problems we are trying to 
solve in addition to giving us new tools with which 
to solve them? Should we take, say, findings on time- 
inconsistent behavior as an invitation to design cor-
rective taxes to curb activities it may give rise to, such 
as smoking? Or should we maintain the traditional 
posture of economics of not interfering with such 
choices when they create no externality?

Choice architecture, nudges,  
and asymmetric Paternalism

Much existing work in behavioral economic policy 
has coalesced around a set of related approaches that 
go by various names: choice architecture, nudges, lib-
ertarian paternalism, asymmetric paternalism, and so 
on. While distinct in some important ways, they share 
many common features along two key dimensions: 
the filter they use in settling on which policy problems 
to address and the framework they use in determining 
how to address them.

ChoiCe arChiteCture and nudges

In their contribution to this volume, Thaler, Sunstein, 
and Balz designate those individuals who have a role 
in setting the context in which others make decisions 
as choice architects. While that term is not specific to 
economic policy, economic policy makers fit squarely 
under this heading. Economic policy is in many ways 
the business of structuring and influencing choices. 
Whether it is setting rules about choosing between 
the early and normal retirement age in Social Security, 
or establishing the exchanges through which indi-
viduals will purchase health insurance policies under 
the new health reform act, or writing regulations in-
tended to curb the activities of individuals that create 
excess carbon emissions, economic policy shapes the 
context of choice.

The key conclusion from their work, which is its 
central psychological insight, is, as they put it, that ev-
erything matters. By that they mean that every aspect 
of the choice context can be expected to exert some 
influence on how individuals will respond, even the 
minor or the tangential aspects— and sometimes espe-
cially those. The reason that this mantra— everything 
matters— is a powerful statement for the purposes of 
economic policy is that in economic policy analysis 
as it is typically practiced, a lot of things are assumed 
not to matter. For example, default rules should be 
relatively neutral in the standard analysis— the costs 
of, say, filling out a form to enroll in a 401(k) are 
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so low compared with the potential benefits as to 
be negligible. Similarly with presentation effects. Or 
hassle costs. And so on. What psychologists have long 
known, however, and what behavioral economists ap-
preciate, is that, empirically, these things do matter. 
And so the question becomes how economics might 
account for and make use of this fact in analyzing and 
setting policy.

Perhaps the seminal contribution of this line of 
research— which is outlined in their chapter and de-
veloped in expanded form in Thaler and Sunstein’s 
book, Nudge (2008)— is in the way it goes beyond 
the mere observation that everything matters to give 
prospective choice architects guidance as to which 
things matter that they might have previously over-
looked. And in doing so, they give a sense of how to 
make use of these influences to subtly but powerfully 
reshape choices: how to nudge, in their terminology. 
They present a high- level set of insights into the art 
and science of nudging: attend to the power of de-
faults; expect that individuals will err; give feedback 
to improve choice; assist individuals in understand-
ing mappings from their choices to welfare; structure 
complex choices; and don’t forget incentives.

While this approach is not limited to economic 
policy, it has informed how we understand the role 
of psychology in economic policy deeply. The expe-
rience with automatic enrollment in retirement plans 
can easily be viewed through the lens of choice archi-
tecture. And the insights here are structured in such a 
way that they are prescriptive, as well, so that, for ex-
ample, it is easy to work through the direct application 
of these insights to a policy challenge, such as setting 
up the health insurance exchanges that will need to be 
established in coming years as the health- care reform 
law takes force. Are the choices among insurance plans 
well structured? What are the defaults for plan choice 
and enrollment? Do they help individuals understand 
the welfare implications of alternative plans?

In terms of informing the approach by which in-
sights from psychology might be brought in to eco-
nomic policy, we can see that choice architecture is 
first and foremost a framework for how to apply psy-
chological insights to policy questions. And it is a 
how- to guide par excellence. A vast set of results from 
psychology and behavioral economics are distilled 
down to a few key, easy- to- apply points about how 
policy works and can work when individuals are not 
as economics assumes them to be but rather how we 
find them in the world. Thaler and Sunstein even de-
veloped a mnemonic, NUDGES, for their core set of 
insights.

The approach in their chapter with Balz also em-
beds a filter, a way of dealing with the question of 
what we should try to do with these insights, in what 

the authors refer to here and in other work as lib-
ertarian paternalism: that these insights can be used 
to influence individuals to make better choices ac-
cording to their own judgments without restricting 
their choices (Thaler and Sunstein, 2003). This idea is 
closely related to a variant called asymmetric paternal-
ism, which receives a fuller treatment in the chapter in 
this volume by Loewenstein, John, and Volpp.

asymmetriC Paternalism

The chapter by Loewenstein, John, and Volpp gives 
its own very successful set of advice for incorporat-
ing insights from psychology into attempts to address 
social problems at all levels, including through eco-
nomic policy. While broadly in line with the choice ar-
chitecture approach, their particular insight is to note 
that the very behavioral tendencies that sometimes  
complicate policy- making challenges— procrastination,  
biases in risk assessment, and so on— also create new 
opportunities for policy making. In one particularly 
compelling example, they show how an intervention 
that takes advantage of the very same attractiveness of 
lotteries that standard economic analysis might con-
clude to be suboptimal can be used as an effective 
incentive for encouraging adherence to prescription 
medication.

This chapter is somewhat more explicit about the 
filter that is applied in determining what social prob-
lems this approach addresses, not just how to solve 
them. The specific approach outlined here is known as 
asymmetric paternalism (Camerer et al., 2003). The 
authors note that asymmetric paternalism has two 
essential features. First, it recognizes that in a world 
where everything matters, paternalism is unavoidable. 
Defaults are a classic case. In something like a retire-
ment savings plan, there has to be a default, one way 
or the other. In the standard economic model, setting 
the default is of little significance because individuals 
will not be strongly influenced by it— the cost of fill-
ing out a form one way or the other is trivial. And so 
setting the default one way or the other is not fraught 
with paternalistic implications. In a behavioral world, 
the default has substantial consequences— we know 
that individuals tend to stick with defaults. The choice 
of how to set the default now becomes more loaded; 
some measure of paternalism becomes unavoidable.

The second, and maybe defining, feature of asym-
metric paternalism is that it sets a policy agenda of 
helping individuals to help themselves in ways that 
preserve choice. If the challenge created by behav-
ioral tendencies is that paternalism is unavoidable, the 
opportunity it creates is to influence behavior with-
out restricting choice. Defaults, again, illustrate the 
point. They influence individuals to choose one way 
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or the other but do not preclude the possibility that 
individuals might still opt in or out if they wish. So 
in a situation such as retirement savings, where there 
is reason to think that behavioral tendencies such as 
present bias lead individuals to save too little on their 
own, switching the defaults in retirement plans from 
opt- in to opt- out might help people to help them-
selves save more without forcing them to follow any 
particular course of action.

What this example highlights is how this work ar-
rives at a key set of insights for folding psychological 
findings into economic policy in terms of determining 
what to do, not just how to do it. What we might 
do, in this approach, is improve choice. Behavioral 
tendencies can make it hard for people to know best 
what to do or can impair their capacity to realize their 
desires. Policy will rarely be neutral in this regard— it 
will invariably either make it easier for people to make 
good choices, or not; and we should try to help peo-
ple make good choices. Policy should help individuals 
make, for example, patient choices in retirement sav-
ings by encouraging participation in employer plans. 
And, by extension, we could look elsewhere and, say, 
improve choice in picking the optimal retirement age 
in Social Security, or the best health insurance plan, 
or the right car— where optimal, best, and right are 
always as judged by the individuals themselves.

In addition, what this approach does with great 
elegance is to deal with the issue of how policy should 
seek to influence choice where doing so is inherently 
paternalistic. Economics as an approach to policy is 
somewhat uncomfortable with saying which choices 
are better or worse for individuals. Who is to say 
which choices are a result of procrastination or error, 
as opposed to simply unusual preferences or circum-
stances? That individuals should be saving more for 
retirement? Choose a different health insurance plan? 
Buy a different car? And the answer this approach 
gives is to say, we’ll nudge people, not shove them. 
We will structure choices in ways that we think will 
lead them to decisions they will ultimately be happier 
with, but we will leave open the possibility that we are 
wrong for any particular individual and preserve their 
ability to do otherwise if they so choose.

Benefits and limitations

The general approach reflected in these works is, if 
not the consensus approach in economic policy of in-
corporating insights from psychology, in some ways 
the currently ascendant one. This is for good reason: 
it works. No higher compliment can be paid. Defaults 
in 401(k) plans increase plan participation. Lotteries 
improve adherence to medication regimens— and so 

on. This approach is grounded firmly in both research 
in psychology and behavioral economics, as well as in 
institutional knowledge of social problems and how 
economic policy operates. It is above all empirical and 
scientific.

The chapter in this volume by Johnson and Gold-
stein illustrates these points by focusing in on the case of 
the D in NUDGES— defaults. By providing numerous 
examples— from auto insurance to organ donation— 
they show how defaults have consistent power across a 
wide set of domains and in a variety of particular forms 
and so represent an effective, and often efficient, lever 
for policy makers. In addition, they show how the 
power of defaults is grounded in specific features of 
psychology, such as the role of implied endorsement 
and loss aversion in decision making.

Moreover, this approach provides not only guid-
ance on the matter of where to shine the light of be-
havioral economics, but also a way of resolving, or 
at least managing, the legitimately quite tricky wel-
fare problems that behavioral economics can raise. 
It identifies as targets of policy cases where we can 
help people help themselves. Behavioral tendencies 
like procrastination mean that people might, for in-
stance, save too little for retirement; policy can help 
them save more. And it also resolves the big question 
that gets raised here, how to make these judgments— 
are we in a good position to tell people they should 
save more? And the answer is sort of a hedge: to set 
policy so as to encourage the one without precluding 
the other. This is an insightful, artful, and eminently 
reasonable way to deal with this issue. Above all, it is 
a profoundly humble approach.

The humility of this approach, as commendable as 
it is, comes at a cost, however. The chief cost being 
that, because it integrates psychology into economic 
policy analysis in this deliberately circumscribed way, 
it is in some ways a local approach to behavioral eco-
nomic policy.

We can see this first in the way that this approach 
informs the matter of what behavioral insights should 
lead us to do. By focusing on the class of problems for 
which we can help people help themselves, we miss 
a lot of what is interesting in economic policy. For 
example, in the case of environmental externalities as-
sociated with carbon emissions, the goal is to lower 
overall levels of emissions. The primary concern is not 
about helping individuals make better choices about, 
for example, automobile purchases. The policy goal 
is about directing and encouraging private behavior 
in such a way as to correct for the social problem, the 
externality. And the policy response— for example, a 
carbon tax— might leave individual consumers worse 
off. If nudges can be effective levers in addition to or 
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in place of traditional levers, such as fees and taxes, we 
may want to use them here, too. And we might want 
to use them to achieve social ends even when they are 
not helping individuals privately.

Even where we think that helping people help 
themselves is not at odds with, or even is in align-
ment with, broader social goals, casting the problem 
in this relatively restrictive way might lead to unin-
tended consequences. From the perspective of eco-
nomic policy, the evaluation of a policy such as auto-
matic enrollment in retirement savings plans cannot 
stop at the level of seeing increased participation and 
savings and conclude that this is on net a good policy. 
Economic policy analysis has to be more global. Does 
automatic enrollment achieve the broader goal of 
promoting retirement security? For example, where 
does the money come from that individuals put into 
these plans when influenced by defaults? Do indi-
viduals reduce consumption correspondingly, do they 
substitute from other forms of savings, or something 
else? Too narrow a focus might result in policy rec-
ommendations that are locally effective but globally 
counterproductive.

This approach is also somewhat local in applica-
tion in the matter of how to incorporate psychological 
insights into policy design— first, in that it can focus 
on improving how policy parameters are set without 
sufficiently questioning the implications of behavioral 
economics for the functional form of policy. So, for 
instance, psychological insights underpin the use of 
automatic enrollment in retirement savings plans. 
This change in the design of these plans surely makes 
defined contribution plans a more effective vehicle 
for individuals in terms of accomplishing the goals of 
life- cycle saving. But those findings also raise larger 
questions about the relative weight that retirement 
security policy should place on individual savings 
in relation to such alternatives as Social Security. In 
this way, this approach can raise important questions 
about the nature and structure of policy.

Also in terms of policy design, this approach is 
somewhat local in the sense that focusing on nudges 
in isolation can miss how they interact with other eco-
nomic forces. Working from some policy context as a 
starting point and seeking to apply nudges runs the 
risk of missing how behavioral levers might interact 
with other relevant features of the economic context. 
For example, defaults are effective at improving pro-
gram participation, but behavioral levers like defaults 
might interact with economic forces such as asym-
metric information to have undesired results, such as 
subverting efficient screening into social programs.

To be sure, behavioral policy researchers are not on 
the whole unaware of these challenges. For example, 

in their chapter in this volume Miller and Prentice, as 
part of a broader analysis of the design of psychologi-
cal policy levers, highlight some specific manifesta-
tions of this last point— how psychological levers and 
economic forces can interact, sometimes in counterin-
tuitive ways. They give examples where, for instance, 
financial incentives— such as taxes and subsidies— and 
nudges appear to crowd one another out rather than 
reinforce each other. What we seek for a behavioral 
approach to economic policy is an approach that can 
systematize these sorts of insights across the full range 
of relevant economic forces.

Behavioral field economics

Alternative approaches to incorporating findings from 
psychology into economic policy analysis are possible 
and can address some of these limitations, even if they 
introduce others of their own. One promising ap-
proach is to build insights from psychology directly 
into policy- relevant fields of economic analysis, deriv-
ing the policy consequences that result from updating 
standard assumptions about choice and preferences. 
Fields of economic analysis, such as macroeconomics, 
public finance, and so on, provide an existing, devel-
oped framework for economic policy analysis. Distinct 
fields provide their own way of identifying what prob-
lems economic policy should solve. They also provide 
a natural way of thinking about how insights from 
psychology might inform policy design.

Behavioral PuBliC finanCe

A good example of the potential for deriving policy 
implications of psychological insights through a be-
havioral approach to a field of economics is behavioral 
public finance (Congdon, Kling, and Mullainathan, 
2011). Public finance provides a natural field into 
which we might incorporate insights from psychology 
and behavioral economics. To begin with, much of 
economic policy is located here: externalities, social 
insurance, redistribution, tax policy, and so on. And 
public finance provides a fairly comprehensive analyti-
cal framework for understanding the questions that it 
considers: from thinking about the nature of market 
failures and how or when they arise and what their 
welfare consequences are, to how we think about the 
trade- offs policy makers face and how we design pol-
icy responses.

One way to organize the method of public finance 
is to think of it as proceeding in three stages: perform-
ing a diagnosis of the market failure; defining judg-
ments that policy makers must make in addressing 
market failures; and offering prescriptions for policy 
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design in response to those failures. Behavioral eco-
nomics informs public finance at each of these levels.

Diagnosis

Public finance provides a set of policy problems: 
markets fail, social welfare might be improved through 
redistribution, and the operations of the state must 
be financed. A behavioral approach to public finance 
considers how these problems might change if indi-
viduals are imperfect decision makers. The key point 
is that deviations from the usual economic assump-
tions about choice and behavior have spillover effects 
on the operation of markets and for public policy. 
That is, nonstandard preference and choice behavior 
matter not just for individual outcomes but also for 
collective outcomes. So, for instance, behavioral pub-
lic finance might start by investigating how behavioral 
tendencies, such as present bias, mediate the impact 
of environmental externalities, or how limits to com-
putational capacity interact with adverse selection in 
health insurance markets, or how limits to attention 
affect individuals’ responses to taxes.

Starting from places where government already 
has an interest allows us to redirect the focus of be-
havioral insights for policy away from that narrow 
class of cases in which policy can help individuals help 
themselves and toward a larger set of policy questions. 
For example, in the area of tax policy, starting from 
psychology and working toward policy results in the 
idea of sin taxes, which, when levied on goods such 
as alcohol or cigarettes, can help imperfectly rational 
individuals to make better choices and improve their 
welfare. But starting from public finance results in a 
large set of fundamental questions about tax policy— 
about how to raise revenue efficiently and equitably. 
And since questions of tax efficiency and equity de-
pend intimately on the behavioral response to taxes, 
these are matters of policy that behavioral economics 
speaks to directly. If individuals fail to respond to a 
tax because they fail to notice it, what does that mean 
for the excess burden of the tax? And who bears its 
incidence?

Thinking about the impact of policies in terms of 
social welfare in public finance also provides policy 
analysis with a way to think systematically about the 
global versus the local impacts of policies. Evaluating 
policy alternatives within this schema helps to avoid 
the possibility that applying behavioral insights to 
policy too narrowly will result in outcomes that ap-
pear to be improvements along one dimension but 
end up ignoring other dimensions along which the 
policy might represent a deterioration. For example, it 
provides a way to think about how to incorporate be-
havioral insights into our understanding of retirement 
security and old- age insurance more broadly, rather 

than relying on narrow outcomes related to increas-
ing retirement savings through particular channels.

JuDgment

In addition to giving behavioral economic policy 
scope, public finance can also give it shape. In par-
ticular, public finance buys applied behavioral work 
some purchase on the questions that psychology 
raises about what individuals really want and whether 
public policy should steer individuals toward one or 
another choice that is better in some sense. Who is to 
say, for example, that individuals should save more for 
retirement or smoke fewer cigarettes?

Public finance is, in fact, already familiar with in-
corporating judgments of this kind in the way it treats 
distributional issues. And what it shows in that treat-
ment is that as a practical matter, economic policy 
analysis can proceed productively without definitive 
conclusions on such questions. Public finance leaves 
the determination of the appropriate welfare weights 
across individuals— the resolution of interpersonal 
welfare conflicts— as exogenous to economic analysis. 
By analogy, it suggests that a similar approach to mat-
ters of intrapersonal welfare conflicts— such as those 
that might arise between say, a short-  and a long- run 
self— might be sufficient, leaving to policy makers and 
society at large the question of, say, whether or not to 
encourage retirement saving in individuals who ap-
pear to have time- inconsistent preferences. This per-
spective allows us to move past debates about identi-
fying true utility and focus, as with traditional public 
finance, on policy design conditional on judgments 
on such matters.

It is also worth pausing here to note that while this 
approach, of setting these questions aside, provides 
a workable way forward for policy analysis, public fi-
nance also provides a framework for taking a deeper 
look at these questions. For public finance as a sci-
entific endeavor, these are central questions, even if 
policy can proceed without resolving them. But even 
here, public finance provides a starting point and 
framework for this analysis. The most complete work 
to date on this fundamental question is found in a set  
of papers by Bernheim and Rangel (2007, 2009), who  
show some of the challenges and difficulties associ-
ated with this issue.

PrescriPtion

Finally, by embedding psychology into public fi-
nance we can then derive principles about the design 
of policies that reflect the interaction of behavioral 
tendencies and economic forces. The first lesson be-
havioral public finance yields is that prices and incen-
tives, the key policy levers in economics, interact with 
psychological forces. An example is found in the role 
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of moral hazard in economic policies. For instance, 
in the case of unemployment insurance, what looks 
like moral hazard— say, increased unemployment 
spell length associated with benefits— might not be 
a straightforward result of the incentives that the 
program creates but might instead be due to psy-
chological elements of how people respond to these 
incentives, such as the effects of time- inconsistent 
preferences. And this might then inform program 
design. For example, bonuses for finding a job can 
theoretically serve to realign incentives and mitigate 
moral hazard but might not be effective if individuals 
are present biased.

A second important design lesson from the integra-
tion of public finance and behavioral economics is that 
behavioral tendencies are likely to interact with in-
formation asymmetries. For example, in the standard 
model, adverse selection can cause markets to be frag-
ile or fail outright. Behavioral economics suggests that 
private information does not necessarily operate as in 
the standard model. For example, adverse selection in 
health insurance markets might be mitigated if behav-
ioral tendencies such as biases in risk assessment mean 
that individuals are unable to perceive or act upon in-
formation advantages they have with respect to their 
own health status. Similarly, many results in traditional 
public finance depend on prices and incentives serving 
to screen in an efficient way. But behavioral tendencies 
might undo or reverse the standard conclusions about 
which population particular incentives target— so 
that, for example, policy can no longer assume that 
the transaction costs associated with taking up social 
benefits are screening applicants efficiently.

Finally, a third set of design insights that come out 
of this approach is to see how psychological forces in-
teract with market forces. Markets operate based on 
the choices individuals make, but when those choices 
become disconnected from preferences due to, for 
example, choice errors or failures of self control, the 
outcomes can be inefficient. One result is that compe-
tition can operate along dimensions other than what 
policy makers expect or intend. As a result, policies 
that seek to harness market forces have to consider 
the impact of behavioral tendencies. A recent example 
of this lesson is the case of the Medicare prescription 
drug benefit. The benefit was organized as a market-
place where seniors could choose subsidized coverage 
from private providers. In the rational model, the cre-
ation of this marketplace should enhance efficiency. 
But in practice this market is difficult for individuals 
to navigate: participants choose from dozens of plans 
that vary on multiple dimensions. As a result, not only 
did individuals likely make costly private errors with 
regard to the Medicare drug benefit, the beneficial 
effects of market competition likely did not manifest.

other fields

In a similar manner, we can think about folding be-
havioral insights into other fields of economic analysis 
that contribute to economic policy. Just as behavioral 
public finance might work through the role of limited 
attention or nonstandard preferences for negative ex-
ternalities and their correction, so too, for example, 
might behavioral macroeconomics consider the im-
plication of such psychological forces for, say, busi-
ness cycles and their mitigation (Akerlof and Shiller, 
2009). And similarly for many other such fields of 
economic analysis.

Indeed, a number of the chapters in this volume 
concerned with economic policy or topics related to 
economic policy can be thought of as loosely coalesc-
ing around, and potentially contributing to, distinct 
fields of economic inquiry concerned with economic 
policy. For example, the chapter by Barr, Mullaina-
than, and Shafir develops a framework for thinking 
about interactions between markets, firms, and the 
psychology of decision making and derives implica-
tions for regulation. In another chapter, Fischhoff and 
Eggers discuss, among other issues, how regulatory 
policy should think specifically about disclosure when 
the targets are imperfectly rational. These chapters 
fit naturally with research on behavioral industrial 
organization, which considers, for example, the role 
of consumer biases and heuristics in the creation or 
perpetuation of market power and policy responses 
(Ellison, 2006).

Still other chapters collect insights that might con-
tribute to a behavioral approach to labor economics. 
The chapter by Jolls provides insights on, among 
other topics, the role behavioral forces play in explain-
ing the structure of and responses to labor compen-
sation arrangements, including minimum wage poli-
cies. And the chapter by Garcia and Cohen considers 
behavioral dimensions to educational performance, 
along with some guidelines for policy interventions. 
These, too, are of a piece with other research in the 
more general project of working through the implica-
tions of psychology for labor market policy (Babcock 
et al., 2010).

Implementing Applications

The point in developing abstract approaches to be-
havioral economic policy is, of course, to apply them 
to concrete policy questions. With such applica-
tion, we can see how differences in approach work 
to generate different perspectives and conclusions. 
Applications that reflect more of a choice architec-
ture approach tend to find specific modifications to 
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policies that follow from specific psychological in-
sights. Applications more along the behavioral field 
approach are often less specific but can be broader. 
Many applications reflect influences of these alterna-
tive approaches without being explicitly attached to 
a particular school of thought and reflect some ele-
ments of either approach.

retirement security

The signature policy application of behavioral eco-
nomics to date involves the topic of retirement se-
curity. The government sponsors numerous programs  
in the name of supporting the consumption of re-
tired workers— including subsidies to retirement sav-
ings through tax incentives such as IRAs and 401(k)s  
and through the old- age insurance component of 
Social Security— and behavioral economics can poten-
tially inform a number of these at a variety of levels. 
Automatic enrollment in employer retirement plans, 
as discussed above, is only the most well known be-
havioral insight for retirement security. As the chapter 
in this volume by Benartzi, Peleg, and Thaler out-
lines, behavioral insights have been used not only to 
increase participation in retirement savings plans, but 
also to increase contributions to those plans and to 
improve diversification of retirement portfolios.

The applications that yield these results are quint-
essential examples of choice architecture. For ex-
ample, policies to increase contributions to retire-
ment savings take the form of automatic escalation 
of contributions in plans: individuals’ contributions 
increase automatically either on a schedule or when 
they receive a raise. These programs take advantage 
of specific psychological insights, such as hyperbolic 
discounting, inertia, and loss aversion, to encourage 
individuals to save more for retirement. Similarly, the 
menu and nature of investment options available to 
individuals through retirement plans can affect how 
individuals allocate their savings. Given the goal of 
helping people to help themselves, this approach is 
extremely successful. There can be little doubt that 
many individuals are better off for the implementa-
tion of these design features.

But these findings also illustrate some of the limits 
to this approach. Whether retirement security poli-
cies are meeting their broader social goals cannot be 
evaluated solely on the grounds of how effectively 
they help people to help themselves. Stepping back, 
it is less obvious that policies like automatic enroll-
ment and escalation are always globally beneficial. 
For example, where does the extra money of those 
individuals, who are defaulted into 401(k)s but would 
not otherwise sign up, come from? Upon becoming 
enrolled, their paychecks are reduced. How do they 
respond? Do they buy less stuff? Or do they keep on 

consuming as before and just run up higher credit 
card debt? Do they stop contributing to other retire-
ment savings vehicles, like IRAs? Knowing the overall 
welfare impact of automatic enrollment depends on 
answers to questions such as these. The question of 
whether automatic enrollment is a good idea is more 
difficult than it first appears.

The effectiveness of such design features also raises 
other, larger, questions about the retirement savings 
policy and the optimal role of behavioral economics 
in it. For example, what do the automatic enrollment 
results say about the desirability of the functional 
form of the policy, that is, 401(k) and 401(k)- type 
vehicles, as a way to promote retirement security? If 
such a minor change in program rules can have such 
dramatic effects on participation, are tax incentives 
the right model for encouraging retirement savings? 
Moreover, is the tax incentive attracting the right 
people into the program relative to the enrollment 
process? If the problem with retirement savings is, in 
part, that individuals will put off things like complet-
ing applications, then incentives so remote in time as 
tax breaks in retirement may not be a good solution 
to this problem. Given what these findings seem to 
indicate about the attentiveness and commitment of 
individuals to saving for their own retirement, what 
does this say about the desirability of individually di-
rected retirement savings relative to alternative poli-
cies, such as, say, add- on private accounts in Social 
Security?

environmental externalities

Another set of economic policy issues with important 
behavioral dimensions are those related to environ-
mental protection, especially those attendant on the 
problem of carbon emissions and global warming. 
Economics already has a well- established framework 
for assessing the inefficiencies associated with excess 
carbon emissions, and for designing policy responses, 
by modeling the problem as a negative externality: the 
costs that carbon emissions impose on society are out-
side the calculus of any individual agent, and so activi-
ties that lead to those emissions will tend to take place 
at inefficiently high levels. And following from this 
analysis, economics offers a menu of policy responses 
to correct for the externality— for example, imposing 
carbon taxes or issuing tradable permits.

However, because carbon emissions are ultimately 
mediated by the psychology of consumers who de-
mand carbon- intensive goods, forms of transporta-
tion, and energy supplies, insights from psychology 
can potentially inform how we think about outcomes 
in the face of the externality and possible corrective 
action. The chapter in this volume by Weber gives 
some applications of psychological insights to this 
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problem, focusing both on the behavioral tendencies 
that complicate how individuals process and respond 
to environmental risks and on the possibility that in-
terventions that operate on those tendencies might 
encourage environmentally protective behavior.

Environmental externalities are a good example of 
a policy problem that does not particularly fall under 
the heading of helping individuals help themselves. 
To be sure, one of the central insights from a behav-
ioral analysis of this problem is that individuals may 
sometimes fail to take proenvironmental behaviors 
that would appear to be to their own benefit, for 
example, by failing to purchase and install energy- 
efficient lightbulbs. And there are reasons to suspect 
that behavioral tendencies play a role in this outcome. 
Present bias, for instance, might depress investments 
in energy- saving technologies because of the way in 
which the costs of such actions are front- loaded, while 
the benefits are realized only in the future. Compact 
fluorescent lightbulbs save money down the road, but 
they cost more than incandescents today.

However, while this behavior certainly compli-
cates the policy problem, the first- order social goal 
of climate policy is not to leave individuals better off 
by helping them to make better environmental deci-
sions; it is to reduce carbon emissions to stave off the 
externalities associated with global warming. And in 
addition to creating this complicating factor, where 
policy may have to correct not only for the externality 
but also for psychological forces working against it, as 
Weber’s chapter outlines, these psychological forces 
also create opportunities. The opportunity is that 
policy makers might make use of behavioral levers— 
nudges— to effect reductions in carbon emissions. 
For example, social comparison is a promising device 
for nudging individuals toward lower levels of energy 
consumption. And other such interventions are pos-
sible, such as framing, the use of defaults, and so on. 
What is clear here, again, is that we are less concerned 
with whether the choice architecture is helping indi-
viduals to achieve their private optimum and more 
concerned with moving overall consumption toward 
a social optimum.

While behavioral levers show much promise for 
addressing environmental externalities, an analysis 
that integrated psychological insights into standard 
economic approaches to externality correction could 
potentially go even further. In particular, rather than 
looking at behavioral levers as a largely separate menu 
of policy options, we can consider how they operate 
jointly with standard measures such as taxes. For ex-
ample, we might be able to use behavioral insights to 
make corrective taxes work better. One of the reasons 
that corrective taxes might fail to bring about desired 
levels of behavior change is that some forms of taxes 
might fail to be salient. Policy could make a point of 

setting taxes in ways that individuals will attend to, 
such as requiring posted prices to reflect taxes, or levy-
ing taxes upstream so that they are reflected in prices 
faced by consumers. Similarly, taxes might fail as a 
corrective measure because the price schedules they 
modify are complex or opaque. Innovations to make 
the relationship between behavior and cost might lead 
corrective taxes to be more effective. And this street 
might go both ways: taxes might also be able to effect 
nudges. For example, taxes on particular goods might 
send signals about social approval or disapproval of 
particular behaviors.

Poverty alleviation

Finally, consider the policy challenges associated with 
alleviating poverty. Poverty remains a serious issue in 
the United States, and a broad portfolio of policies— 
including traditional cash transfers, tax credits, 
food and housing assistance, and subsidized health 
insurance— seek to address the hardships associated 
with poverty. Behavioral tendencies are certain to 
mediate both the problem of poverty and the success 
of efforts to address it, and researchers have recently 
begun to attempt to understand poverty through a 
behavioral lens. The chapter in this volume by Mul-
lainathan and Shafir provides a behavioral take on ele-
ments of the question of poverty.

The distinctive approach of their chapter is its at-
tempt to understand what behavioral economics im-
plies for how poverty arises and perpetuates, and how 
it impacts welfare, before proceeding to look for im-
plications of behavioral economics for policy design. 
The authors emphasize the interaction of the type of 
financial instability that is endemic in the lives of the 
poor and behavioral tendencies that might magnify 
the impact and consequences of that instability. They 
argue, for instance, that dealing with this instability 
draws on the limited computational capacity of indi-
viduals, leaving them with diminished cognitive re-
sources with which to address other issues. Likewise, 
they suggest that when worn down by the grind of 
managing this instability, these individuals will have 
depleted self- control. This shows some of the promise 
of this type of deep union of behavioral insights and 
economic analysis: it can change our understanding 
of the underlying problem and, in doing so, bring 
the nature of the policy challenge into better focus. 
Here, for example, it suggests that antipoverty efforts 
should target not only income or consumption levels 
but also their volatility.

This approach generates implications for the de-
sign of antipoverty policy. For example, if economic 
volatility is a central issue in poverty, policies that 
build buffer stock savings, such as individual develop-
ment accounts, might be a more important part of the 
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solution than they are in standard models. Turning 
to programmatic services, such as subsidized housing 
or nutrition benefits, this approach leads to proposals 
to better deliver services, such as through simplified 
enrollment and eligibility procedures. Here a more 
completely integrated approach could ultimately be 
richer still. For example, the economics of benefit 
programs is interested not just in the delivery of ben-
efits but also in their targeting. Those programs oper-
ate most efficiently when the take- up process serves 
to screen applicants such that those who take up 
benefits are those who benefit from them the most. 
Behavioral tendencies are likely to interact with this 
screening. And different design changes to improve 
take- up, such as simplifying enrollment versus chang-
ing defaults, might interact with these tendencies dif-
ferentially, so that one or the other might be better or 
worse for targeting.

And a full behavioral analysis of antipoverty pro-
grams could go further. For example, another key 
challenge in program design is mitigating moral haz-
ard. As discussed above, the incentives that lead to 
moral hazard might interact with behavioral tenden-
cies so as to change both the nature of the problem 
as well as effective solutions. Policies may have to be 
as attuned to their tendency to, say, lead to procras-
tination or compete for limited attention as to their 
financial incentives.

Going Forward

Recent years have brought truly exciting develop-
ments in economic policy in the form of behavioral 
economics, and this volume collects many excellent 
contributions to that effort. Insights from psychology 
appear to offer great promise for improving both our 
understanding of the problems we want to solve with 
economic policy and the effectiveness of those policy 
responses. The choice architecture model, which is 
well represented here, has been enormously influen-
tial, and with good cause.

But while nudges and asymmetric paternalism 
have represented a tremendous leap forward for be-
havioral economic policy, such an approach is not 
without limitations. One promising alternative ap-
proach is to integrate behavioral economics more 
fully into the policy- relevant fields of economics. A 
behavioral approach to public finance is one example, 
and chapters in this volume hint at other fields that 
are ripe for scrutiny through a behavioral lens, such 
as labor economics and industrial organization. The 
impact of behavioral economics for a diverse set of 

policy challenges, including some of those covered in 
this volume— retirement security, environmental ex-
ternalities, and poverty alleviation— can potentially be 
extended and expanded through such an approach.
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Chapter 28

Behavioral Decision Science  
Applied to Health- Care Policy
DonalD a. ReDelmeieR

Behavioral decision science is gaining traction and 
becoming a booming field. One sign of success was 
the award of the 2002 Nobel Prize in economics to 
Daniel Kahneman for work on the psychological fac-
tors that drive human decision making. Further evi-
dence is shown by multiple best- selling books along 
related lines, including Blink, by Malcolm Gladwell 
and Freakonomics, by Stephen Dubner and Steven 
Levitt. Perhaps a more indirect contributor has been 
the contemporaneous failure of the Human Genome 
Project to contribute useful therapies for health care. 
At a root level, furthermore, behavioral decision sci-
ence rests on an uncontestable medical foundation; 
namely, that many specific behaviors (e.g., smok-
ing) contribute to many specific diseases (e.g., lung 
cancer).

Medical care is an appealing domain for the appli-
cation of behavioral decision science since biotechnol-
ogy is far from sufficient. Modern medical care leaves 
tremendous numbers of patients with ongoing suffer-
ing in nations throughout the world. Some diseases 
are nearly eradicated (e.g., polio), but future public- 
health projections are sometimes a gloomy image of 
the rising prevalence of chronic conditions. Even with 
diseases for which good treatments are available (e.g., 
testicular cancer), the costs of medical care can be an 
enormous source of societal loss. Finally, even for the 
few effective and simple interventions that require no 
specific behavior by patients (e.g., sterilized surgical 
equipment), medical care always requires some action 
by someone who judges how much effort is needed.

Clinicians generally acknowledge the role of pa-
tient behavior in health, yet almost no medical doc-
tor has been formally schooled in behavioral decision 
science. As a consequence, many recommendations 
have been ineffective and verge on nagging patients 
to behave prudently. Even in recent years, the transla-
tion of behavioral insights into medical practice has 
been slow because the relevant material is scattered 
over widespread locations and because keeping up to 

date with biomedicine is a daunting task by itself. The 
intent of this chapter is to distill key concepts that ap-
pear in this book and to show the potential relevance 
to health policy. Where possible, specific medical ap-
plications are highlighted that seem especially plau-
sible, feasible, or contrary to conventional practice.

Framework

Behavioral decision science is a remarkably broad field 
in both its specific applications and its underlying the-
oretical principles. This review relies on a framework 
based on personal clinical experience and comprising 
four categories: comprehension, recall, evaluation, 
and expression. Of course, the individual categories 
overlap substantially, and principles may interact at 
several levels. The theme is that some contributions 
in this volume naturally cluster together in a man-
ner relevant to practicing physicians and that such 
clustering differs from the frameworks best suited to 
research paradigms. The ultimate contribution of be-
havioral decision science to medical care will depend 
on practical applications of selected findings to rel-
evant patients.

Comprehension

Decision making generally requires an element of 
awareness, intellect, and thought. At one extreme, a 
patient might be declared not competent and thereby 
removed from the decision- making process. Such 
cases, however, are unusual aside from highly disabled 
individuals in the practice of psychiatry or neurology. 
Yet people’s reasoning around health care is not per-
fect and therefore is prone to limitations in compre-
hension that are subtle rather than blatant. Overall, 
the chapters by Barr, Mullainathan, and Shafir; Pronin 
and Schmidt; Ross; Tyler; Ubel; and Darley and Alter 
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provide a broad view of how pitfalls in people’s com-
prehension can be better understood from examining 
diverse fields outside of health care.

Barr, Mullainathan, and Shafir provide a case 
study of how credit card companies take advantage 
of human failings by maximizing profits at the ex-
pense of individual savings. Perhaps health insurance 
companies are guilty of the same unbridled profiteer-
ing. Such fundamentals translate into another argu-
ment for universal health insurance that prevails in 
most modern countries and against the buyer- beware 
health insurance that prevails for some Americans. 
The victimization of consumers also underscores an 
advantage of regulated, rather than individually nego-
tiated, fee schedules in medical care and thereby cau-
tions against policy proposals intended to inject more 
competition into physician practice and free choice by 
consumers. Indeed, the potential for undue profiteer-
ing in medicine is all the worse given that sick patients 
are scared and in no position to bargain effectively.

Pronin and Schmidt raise the idea that most peo-
ple believe themselves to be unbiased, a belief that 
is in accord with a general theory of self- deception. 
Arguably, such denial of bias is a necessary and suf-
ficient condition for errors to persist. In turn, people’s 
blind spot toward their biases leads them to dismiss 
corrective procedures, discredit dissenting views, and 
inflame any rational discourse. The finding seems 
robust given its roots in people’s natural tendencies 
toward self- enhancement, naive realism, and intro-
spective illusions. One corrective procedure that has 
growing popularity in medical journals is to compel 
authors to declare the appearance of conflict of inter-
est, since declaring “an appearance” is more palatable 
than declaring “the fact of.” A more troubling impli-
cation is how introspection often hinders insight and 
thereby seems to endorse more peer review in bedside 
medical practice.

Tyler underscores the importance of cooperation 
in a complex world such as that required for successful 
medical teams. Clear examples might range from elec-
tive surgical cases, where many people need to wash 
their hands diligently to avoid a subsequent wound 
infection, to the SARS epidemic, where multiple bar-
rier precautions need to be addressed for containing 
the outbreak. Throughout, the cooperation needs to 
be voluntary, thoughtful, and avoid crass incentives 
(either financial or coercive). In the future, more at-
tention could focus on these fundamentals when at-
tempting staff recruitment since having new members 
join a health- care organization requires buy- in by 
multiple stakeholders. Alas, a downside of coopera-
tion is that it can degenerate into a network of cronies 
who perpetuate the status quo.

Ross addresses dispute resolution, a topic that has 
legendary importance for conflicts between clinicians 

and health- care administrators. Indeed, such dis-
agreements are one of the few aspects of medical 
practice that are portrayed dramatically and accurately 
by popular television shows. Ross’s summary also 
shows how psychology research is useful in providing 
a name to an everyday phenomenon and in provid-
ing a language for interpreting common sentiments. 
The concept of naive realism seems especially relevant 
to modern medicine, given the frequent arguments 
between MDs and MBAs. Naive realism also can ex-
plain some breakdowns that occur at the more erudite 
levels of medical science in dialogues between medical 
researchers and journal editors.

Ubel delves into the topic of why utility analysis 
has contributed relatively little to medical decision 
making despite optimistic claims in prior decades. 
Most reviews correctly emphasize practical barriers 
related to the rushed nature of clinical practice, the 
lack of available data on probabilities, and the fal-
lible task of eliciting patient utilities. Ubel also cor-
rectly emphasizes some deeper ethical quandaries 
that would persist even if the pragmatic issues were 
solved. Surprisingly, clinicians do not always find the 
ethical discussions compelling and wonder about hid-
den artifacts, such as unstated assumptions about the 
“failure to deliver” on promises of future happiness 
in exchange for immediate grief. There is no argu-
ment, however, that utility analysis might still provide 
a helpful default for patients considering a serious 
choice in a medical care setting.

Darley and Alter emphasize that laws which con-
tradict moral intuitions generate disrespect for the 
legal system. One parallel in medical care is thought-
less bureaucratic regulations imposed on clinicians 
that breed a subsequent disregard for rules and rulers. 
Perhaps this underpins some justification for health- 
care financing reform since faulty health insurers can 
lead to clinician subterfuge. Moreover, an affront 
to moral intuitions is a regular event for physicians 
who see patients leading prudent lifestyles (e.g., by 
not smoking or drinking) yet developing fatal diseases 
(e.g., stomach cancer). The analogue of “picking 
pockets at the pickpocket’s hanging” also resonates 
with the ethical lapses by some clinical ethicists and 
the notorious driving habits of some experienced 
trauma surgeons.

Recall

Decision making generally requires background in-
formation that is separate from the immediate task 
yet necessary for a resolution. Few patients, for ex-
ample, encounter a medical decision with no sense of 
information, options, or desired outcomes. Instead, 
each person brings to the health- care setting both 
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their biological profile as well as their store of beliefs, 
preferences, and expectations. In medicine, however, 
people’s memories are not perfect and therefore are 
prone to limitations in recall. Overall, the chapters 
by Slovic et al.; Sunstein; Kunreuther, Meyer, and 
Michel- Kerjan; Fiske and Krieger; Hardin and Banaji; 
Steblay and Loftus; and Ellsworth and Gross provide a 
broad view of how pitfalls in people’s recall can be bet-
ter understood in diverse fields outside of health care.

Slovic et al. summarize the mismatch between the 
seriousness of a humanitarian crisis and the intensity 
of the human response, using the term psychic numb-
ing to denote the general shortfall in response. Saving 
80% of a small population can seem more salient than 
rescuing 20% of a much larger population; if so, imag-
ine how compelling medical care becomes by saving 
100% of a single life. Another related distortion that 
contributes to exuberant medical spending is the di-
rect face- to- face nature of many clinical interactions, 
so that tears are not wiped off and the trembling 
hands are directly visible. All this explains heroic ef-
forts by clinicians who sometimes work themselves to 
exhaustion and also illuminates the problems of the 
faceless uninsured throughout the United States.

Sunstein focuses on misdirected attention and mis-
placed emotions. The term misfearing is used to de-
note both errors, such as when people exaggerate the 
likelihood of an adverse event (e.g., overestimating 
objective risks) or magnify the importance of a con-
sequence (e.g., increased salience). Because resources 
are finite, such misfearing ultimately leads to unwise 
choices and missed opportunities. The main issue 
raised by Sunstein is that cost- benefit analysis may not 
always be able to mitigate people’s misfearing. This 
limitation is perhaps accentuated in medical care since 
rigorous data are often lacking, patients vary widely 
in outcomes, and the clinical arena is rushed. One 
caution from Sunstein is that misfearing in medicine 
might worsen in the future given the expanding role 
of the media into the previously private world of per-
sonal health care.

Kunreuther, Meyer, and Michel- Kerjan address 
people’s tendency to underspend on protection 
against catastrophic risks; moreover, the compelling 
hundred- year historical review shows that such events 
are not decreasing in frequency or severity. Perhaps 
one corollary is to consider how communities, partic-
ularly the United States, overspend on medical care. 
One explanation for both patterns is that people are 
unmoved in the absence of tangible symptoms but can 
go to extremes to relieve suffering when it is salient 
at the individual level. Moreover, small biases become 
magnified because crowds become prone to imita-
tive behavior when facing uncertain circumstances. 
All this provides opportunities for medical leadership 
since they are authorities who can change community 

attitudes, as demonstrated by “smoke free” hospitals 
and health- care centers that sponsor “fun runs” to en-
courage physical exercise.

Fiske and Krieger examine subtle forms of discrim-
ination with a rigorous framework spanning the full 
range. In particular, the broad spectrum of discrimina-
tion can extend from hostile animus (as characterized 
by a belligerent bigot) to statistical differentiation (as 
characterized by numerical analysis of objective data). 
Somewhere in the middle ground of this spectrum is 
role stereotype (as characterized by thoughtless gen-
eralizations). This spectrum acknowledges that indi-
viduals generally respond to other people based on 
personal attributes and past experiences. In addition, 
such responses are grounded in perceptions that are 
categorized according to expectations (such as the 
presumed intentions of the other person). An aware-
ness of this spectrum highlights how some discrimina-
tion may remain rampant in medicine because it does 
not follow the idealized pattern of deliberation, stabil-
ity, directness, and awareness by both parties.

Hardin and Banaji discuss subtle forms of discrimi-
nation using the perspective of implicit social cogni-
tion. The core idea is that unfair institutional policies 
are not necessarily a reflection of bigoted leaders who 
are ill- motivated and misinformed. Instead, some in-
justice arises from implicit prejudice that extends to 
the target’s self- identity. All this seems pertinent to 
medical school admission policies, particularly when 
identified subgroups of candidates are disinclined to 
accept admission offers. The review also highlights 
that such implicit prejudice is malleable and thereby 
provides some hope for future improvements. One 
implication, for example, is that discriminatory medi-
cal school admission patterns might lessen in future 
years as selection panels become more diversified.

Steblay and Loftus observe individuals wrong-
fully convicted (and exonerated) and trace the root 
cause of most (75%) miscarriages of justice to faulty 
eyewitness testimony. The relevance to medical care 
is immediate given that so much of clinical action is 
based on the patient’s recounted symptoms and his-
tory. Practitioners, therefore, might benefit from real-
izing the fallibility of personal recollections and peo-
ple’s changing memories for actual events. Examples 
might include spurious accounts of chest trauma that 
are recalled following a diagnosis of breast cancer or 
assertions by patients in the aftermath of a surgical 
complication that they were never told of the risks. All 
this might help motivate alternative sources of infor-
mation including computerized medical records.

Ellsworth and Gross examine psychological causes 
of false convictions while acknowledging that jurors 
are now much more aware of the possibility of mak-
ing a mistake. One insight is that hindsight bias can 
prevail despite debiasing procedures, and, thereby, 
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the work underscores some cautions about medical 
policies aimed at assessing patient safety by analyz-
ing adverse events. Another insight is that raising the 
stakes is sometimes counterproductive, in that hei-
nous crimes can sometimes increase bias due to the 
increased pressure to close the case by finding some-
one to blame. The work also provides a helpful listing 
of other factors, including confirmation bias, asym-
metries of information, and the absence of feedback. 
The corrective procedure seems fruitful, too; namely, 
reform the health- care system by making clinicians 
more willing to reconsider cases.

Evaluation

Decision making generally requires complex thought 
so that two or more options are compared across dis-
parate features and an acceptable choice identified. 
The diversity of individual choices in medical care, 
for example, demonstrates how reasonable people can 
choose different options despite being in similar po-
sitions. In medicine, however, such divergences can 
be remarkably due to the underlying uncertainties, 
long- term consequences, and high stakes outcomes. 
Overall, the chapters by Wansink; Miller and Prentice; 
Garcia and Cohen; Jolls; and Weber provide a broad 
view on how pitfalls in people’s evaluation of a situa-
tion can be better understood in diverse fields outside 
of health care.

Wansink focuses on mindless unhealthy eating, 
which is a topic directly relevant to medical care in 
endocrinology, cardiology, and several other settings. 
The main idea is that education is hardly the solution; 
instead, the main determinants seem to be size, sa-
lience, structure, stockpiling, and shapes. The funda-
mental point is that consumption is hard to monitor 
(since it disappears from view), is distorted by societal 
norms (that are fueled by industry), and is influenced 
by subtle cues (that people fail to acknowledge). The 
countermeasures rest on the idea that behavior modi-
fication is sometimes easier to accomplish by chang-
ing peoples’ environment rather than by changing 
their minds. Also, the work stresses the benefit of 
some tailoring for each individual, such as with “Here 
are three foods that are best for you and three that are 
the worst.” Ultimately, sustained changes in behavior 
may require accountability, such as a weighing scale 
for feedback.

Miller and Prentice caution that psychological 
interventions for changing behavior may not be as 
powerful as other interventions, such as passing laws 
(e.g., smoking bans), introducing new engineering 
(e.g., home diabetes monitoring), or providing eco-
nomic incentives (e.g., taxing gasoline). Yet people’s 

attitudes are malleable, so sometimes interventions 
can work in the long run by changing people’s hearts 
and minds. One force is injunctive norms introduced 
by reviewing what most people do. In addition, clini-
cians should try to set straight any faulty mispercep-
tions of the norm, such as exaggerated beliefs about 
college drinking. In contrast, prohibitions can some-
times lead to subterfuge and other unintended side 
effects. All of these approaches might be particularly 
helpful in promoting a healthy lifestyle among young 
adults and also explain the large variation in driver be-
havior in different countries.

Garcia and Cohen review how people sometimes 
underperform in educational settings due to identity 
threat. Perhaps this is one issue that does not directly 
relate to medicine since most cultures and groups 
have the same ideal: namely, being healthy and free of 
disease. Even among individuals who see themselves 
as “smokers,” the identity is probably not a big factor 
in reinforcing their ongoing tobacco consumption. 
Perhaps patient advocacy groups might draw on such 
factors; for example, some “breast cancer survivors” 
might identify themselves with the disease and be-
come motivated toward more community support. 
The underpinnings of potential corrective procedures 
seem valuable nevertheless, such as the need for mul-
tifactorial treatments that activate a recursive process 
that alters affective construal and removes critical con-
straining steps.

Jolls delves into employment law, given that such 
regulation represents one of people’s most important 
relationships, even if it is rarely considered by physi-
cians in medical decisions. Three nuances seem partic-
ularly relevant; namely, bounded self- interest (people 
will decline a salary raise if it demands chopping wood 
with a blunt axe), bounded willpower (people will en-
gage in hyperbolic time discounting, to their detri-
ment), and bounded rationality (by underappreciat-
ing risk and undervaluing disability insurance). The 
methodology of the Implicit Association Test seems 
like an intriguing way to test for latent discrimination 
in both work situations and medical arenas. The basic 
correction also seems sensible; namely, improving 
workplace diversity in medicine to help alleviate tradi-
tional biases by altering the surrounding environment.

Weber discusses society’s hypocrisy about environ-
mental protection and how many of the indiscretions 
might boil down to individual self- interest. One im-
mediate example in health care could be hospitals, 
where patients and families often feel vulnerable and 
entitled. It is no surprise, therefore, that hospitals 
rarely make environmental protection a core prior-
ity. For example, few hospitals are efficient at heating 
and cooling, most have large staff parking lots that 
implicitly condone motor vehicle commuting, and all 
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produce vast quantities of garbage destined for land-
fills (including biohazards and radiation). Perhaps 
people’s finite pool of worry nullifies deep feelings of 
shame. Hence, environmental crusades have generally 
avoided health care and gone after misdemeanors in 
the entertainment, leisure, and food industries.

Expression

Decision making ultimately requires action, yet the 
gap between reflection and action prevails in all 
human endeavours. Even the classic medical treatment  
for hypertension, for example, generally requires a 
sustained initiative to fill prescriptions, remember 
on a daily basis to take the medication, attend regu-
larly follow- up appointments to check the adequacy 
of treatment, and remain open to additional consid-
erations (such as cancer prevention or road safety). 
In medicine, however, the mismatch between in-
tentions and actions results in imperfect compliance 
and unwanted heart attacks. Overall, the chapters by 
Thaler, Sunstein, and Balz; Johnson and Goldstein; 
Rogers, Fox, and Gerber; Fischhoff and Eggers; and 
Loewenstein, John, and Volpp provide a broad view 
of how pitfalls in people’s expression can be better 
understood in diverse fields outside of health care.

Thaler, Sunstein, and Balz contribute a clever mne-
monic for classifying choice architecture according to 
NUDGE factors (iNcentives, Understandable map-
pings, Defaults sensible, Give feedback, and Expect 
error). Medical care, in contrast, has focused on bi-
ology and generally neglected such fundamentals of 
design. The stinging indictment of U.S. Medicare 
Part D paperwork is a clear example of creating un-
wanted pitfalls and awkwardness for consumers. The 
optimistic interpretation is that such design lapses in 
medicine are accidental and would be willingly re-
paired by properly instructed bureaucrats. The cynical 
interpretation is that the administrative burdens are 
deliberate strategies by payors to reduce expenditures. 
Regardless of motivation, awareness of the principles 
of choice architecture can clarify what is happening in 
medical care financing.

Johnson and Goldstein review the large and con-
sistent effects of defaults in guiding people’s choices. 
Many of these effects occur because people gravitate 
to the path of least resistance, and such inclinations 
are probably frequent in medical care when patients 
are sick and tired. Another attractive feature of de-
faults is that such strategies can be exceedingly cheap, 
unlike educational interventions, which are costly on 
an ongoing basis. One emerging application of these 
ideas occurs in preprinted order sheets and computer-
ized order sets that provide a convenient and legible 

interface for guiding physicians’ treatments of pa-
tients. A further application for patient counseling 
might be to emphasize telling people more about base 
rates (“what most people in your position choose”) 
to set a realistic initial default. The role of setting sen-
sible defaults in medical care may likely rise in future 
years with the proliferation of medications and surgi-
cal techniques.

Rogers, Fox, and Gerber explore reasons why peo-
ple vote and thereby juxtapose field data against the 
laboratory findings from experimental psychologists. 
The resulting attenuation of effect size is sobering and 
is nicely exemplified by characterizing a 6% increase 
in voter turnout as a “substantial” change. This cali-
bration resonates with medical care, where the diver-
sity and complexity of the clinical arena also makes 
double- digit effect sizes highly unlikely when study-
ing changes in actual behavior. The chapter shows real 
savvy when recounting the multiple failures to repli-
cate, as well as the general theme that convenience is 
sometimes more decisive than content. The message 
is that psychology has helpful insights for medical 
care, but nothing will cause every healthy person to 
donate blood or all practicing physicians to stop pre-
scribing unnecessary antibiotics.

Fischhoff and Eggers raise the paradox that emo-
tions both activate people through heightened mo-
tivation and hinder them by exacerbating confusion. 
One immediate medical analogue might be to affirm 
the traditional dyad of the suffering patient (who is 
therefore highly motivated) and the tranquil physi-
cian (who can therefore think straight). Hence, the 
doctor- patient relationship is a powerful team that 
will not be obsolete any time soon. Another affirma-
tion is toward public health agencies in channeling 
community emotions into constructive work, as was 
positively demonstrated during the SARS epidemic 
and less positively in campaigns toward prostate can-
cer awareness. The caveat is that the gap in science 
is filled in by the imagination, which creates distinct 
stumbling blocks when people view themselves as ex-
perts (e.g., on nutrition, exercise, driving).

Loewenstein, John, and Volpp focus on some po-
tential mitigating strategies and, in particular, coun-
terbiases for correcting people’s biases. All of this is 
relevant to health care, such as the classic example 
that people’s loss aversion is partially offset by their 
natural tendency toward projective optimism. Indeed, 
skilled clinicians often have an intuitive sense of such 
strategies when eliciting informed consent or guid-
ing shared decision- making choices. The work of 
Loewenstein, John, and Volpp highlights the specific 
potential for providing financial incentives to patients 
as a way to improve compliance with medications; 
however, the high costs of current medical care may 
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make payors unwilling to fund such prospects unless 
net cost savings are quickly apparent. Loewenstein  
et al. also suggest greater feedback directly to patients 
about lab- test results and scheduling; on balance, 
these innovations around information systems seem 
relatively more attractive by reducing the bottlenecks 
that occur in doctors’ offices.

Summary

Behavioral decision science is a broad field, and this 
summary attempts to distill some major points con-

tained in this book that are relevant to medical decision 
making. The largest gap in knowledge is to determine 
which concepts are “large” or “small” in the medical 
arena. The laboratory studies in psychology are, of 
course, insightful, but the results do not immediately 
translate to patient care because the findings are based 
on volunteer subjects facing hypothetical tasks with 
somewhat artificial outcomes. The field studies in psy-
chology and related fields seem to show more modest 
results when they are explored in a more complex set-
ting. The priority, therefore, should be to popularize 
this body of knowledge so that selective strategies can 
be explored for future medical policy making.



Chapter 29

Quis custodiet ipsos custodes?
Debiasing the Policy Makers Themselves

Paul BresT

Knowledge of the judgment and decision- making 
(JDM) biases discussed in this book can be applied to 
the behavior of citizens, consumers, organizations, and 
policy makers. Many of the essays inform policy makers 
about how to use this knowledge either to mitigate the 
biases of individuals and organizations (e.g., to prevent 
discriminatory behavior) or to manipulate inevitable 
biases so that people act in their own or society’s best 
interests (e.g., make appropriate investments for their 
own futures or protect the environment).

My discussion will focus specifically on the behav-
ior of the policy makers themselves, with the aim of 
mitigating biases and other errors in their own deci-
sion making. I will not address the perfectly legitimate 
concern that policy makers might manipulate indi-
viduals’ biases for self- serving or corrupt ends; rather, 
my target is the policy maker who seeks to act in the 
public interest but whose judgments may nonetheless 
be biased— typically without self- awareness (Pronin 
and Schmidt, this volume). Although much of what 
follows will focus on biases that typically arise from 
unconscious processes, it also touches on some plain 
judgmental errors, for example, errors in using statis-
tics. (For a good review of problems of both sorts, see 
Larrick, 2004).

What Constitutes Nonbiased Behavior?

The concept of a bias assumes some ideal of unbiased 
judgment and decision making. As the two compo-
nents of JDM suggest, one can be biased in making 
empirical judgments (predictions as well as findings 
of past or present facts) and in making decisions, or 
choices. Without overly complicating matters, the 
ideal against which judgmental biases are compared 
is seeing the world as it actually is, even when judg-
ments must be probabilistic and based on “multiple 
fallible indicators” of reality (Hammond, 2000).

The unbiased ideal for making decisions or choices 
is somewhat more complicated. Before turning to 
policy makers, it is helpful to consider a model rel-
evant to individuals acting in their private capacity and 
to look briefly at the role of counselors in debiasing 
individuals.

Individuals

Much of the literature on JDM and behavioral eco-
nomics invokes a model that equates nonbiased de-
cision making with the maximization of subjective 
expected utility (SEU). The modifier subjective cap-
tures the understanding that preferences differ from 
one person to another— in realms ranging from food 
to religion to tolerance of ambiguity and risk— and 
that SEU does not make value judgments about these 
preferences.

Biases are the cognitive and motivational phenom-
ena that lead individuals to systematically make sub-
optimal decisions in terms of their experienced utility. 
Although using SEU as the desideratum for individual 
decision making has its share of conceptual as well as 
empirical problems (Keys and Schwartz, 2007), I do 
not know of any successful efforts to replace it with an 
alternative model.

Counselors

Individuals often seek the advice of lawyers, physi-
cians, stock brokers, and other counselors. Subject to 
legal and ethical constraints, the essential function of 
counselors is to promote the SEU of the individuals 
who engage them.1

What should counselors do when they believe 
that clients’ intended decisions are the result of bi-
ases and therefore compromise their SEU? Korobkin 
and Guthrie (1997) make a good case for a “cogni-
tive error approach to counseling,” which calls for 
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respecting their clients’ preference structures but 
nevertheless still helping them recognize and counter 
cognitive biases. Implicit in Korobkin and Guthrie’s 
view is that counselors have a perspective not avail-
able to their clients (cf. Pronin and Schmidt, this 
volume). This may be true either because counselors 
possess expertise in decision making or because they 
are disinterested.

Policy makers

Policy makers include legislators, administrative of-
ficials who determine facts or make decisions, and 
judges (notwithstanding the unconvincing claims 
of federal judicial nominees that they do not make 
policy). Within the bounds of their authority, policy 
makers serve “the public interest.” Whatever this ca-
pacious term means, it reflects the fact that, unlike 
individuals acting for themselves, policy makers are 
concerned not with their own, but instead with oth-
ers’ utilities. They also differ from counselors acting 
on behalf of clients: policy makers are responsible to 
multiple stakeholders, typically with divergent, and 
often competing, interests.

Policy making requires accommodating or choos-
ing among the heterogeneous interests of individuals 
whose utilities differ in tastes, risk attitudes, and fun-
damental values. Policy makers cannot make decisions 
by aggregating or averaging their constituents’ inter-
ests but instead must make distributional judgments 
that promote some people’s welfare at the expense 
of others.2 Indeed, a classic problem arises from the 
tradeoff between the goals of maximizing aggregate 
welfare and reducing inequality (Rawls, 1971).

One might argue that the policy maker’s task of 
representing multiple constituents is just an extension 
of an individual decision maker’s task of reconciling 
his or her own multiple interests. After all, an indi-
vidual must deal with conflicts among her own inter-
ests and values, between her present and future selves, 
and even (say, when engaging in estate planning) with 
lives not yet in being. But whatever the conceptual 
similarities may be, the practical tasks of determining 
the SEU for a polity are immensely more complex.

Although SEU as such does not provide a plausi-
ble reference point for assessing policy makers’ biases, 
cost- benefit analysis offers a procedure that identifies 
who will benefit how much from a regulation (e.g., 
standards for workplace safety) and who will pay the 
costs, taking account of risk and discount rates with 
respect to future benefits (Sunstein, this volume).

In any event, the same deviations from rational de-
cision making that are likely to reduce an individual’s 
experienced utility will signal suboptimal policy mak-
ing. The major questions that a counselor would ask 

to assess whether an individual client was undermin-
ing his or her own SEU apply to policy makers as well 
(Brest and Krieger, 2010, p. 386):

1. Is the decision based on incorrect data or the 
incorrect analysis of data?

2. Is the decision based on inadequate consideration 
of the interests at stake?

3. Does the decision violate one of the axioms of 
expected utility— for example, transitivity or pro-
cedural invariance?3

4. Is the decision sensitive to the way the issue is 
framed and made in a context where the framing 
is highly variable or manipulable?

5. Is the decision sensitive to affect and made in a 
context where affect is highly variable or manipu-
lable or influenced by factors unrelated to the 
decision?

6. Is the decision maker subject to undue social 
influence?

The remainder of this essay will use such deviations 
from procedural rationality as the reference point for 
biased decision making of any sort.4

A Spectrum of Policy- Making Procedures

In the following section, I will discuss the biases 
that attend three policy- making functions: adjudica-
tive fact- finding (concerning facts about a particular 
event), legislative fact- finding (concerning facts that 
underlie policies), and choice, or decision making. All 
three of these functions may be performed through 
more or less formal procedures, with some formal 
procedures reducing the opportunities for judgmen-
tal and decision- making biases.

The judicial trial is paradigmatic of procedures 
at the formal end of the spectrum. In determining 
facts, an independent judge hears testimony from all 
parties to a dispute. The proceedings are subject to 
rules of evidence designed to exclude testimony that 
lacks probative value (and even to exclude probative 
evidence that is likely to create unfair prejudice), and 
testimony is subject to cross- examination. Judges 
typically explain their factual and legal determinations 
in written opinions. Their decisions are subject to 
review by appellate courts, which comprise a num-
ber of members who write majority, concurring, and 
dissenting opinions. In a word, the judicial process is 
characterized by argument.

The procedures of many administrative agencies 
mirror those of the courts, whereas others are far less 
formal. Commissions, such as those inquiring into the 
events of 9/11 or the BP Gulf of Mexico oil spill, 
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typically use an inquisitorial process, in which mem-
bers of the commission interrogate witnesses, rather 
than the adversarial process characteristic of American 
courts. Like courts, commissions justify their conclu-
sions in writing.

Legislatures lie at the informal end of the spec-
trum. Individual legislators— whether as members of 
committees or of the legislature as a whole— engage 
in implicit legislative fact- finding and explicit decision 
making. But they are not bound by rules of evidence 
nor even by a requirement of stating, let alone jus-
tifying, their conclusions. Representative Jones may 
vote for a climate bill, and Representative Smith may 
vote against it, based on their different implicit beliefs 
about the underlying science, and even for reasons 
that they might prefer not to articulate publicly.

These differences in procedures have implications 
for the policy makers’ vulnerability to biases and other 
errors. In particular, relatively formal procedures have 
these characteristics:

Rules of evidence highlight some potential 
biases, at least bringing them to the attention of 
the fact finder and sometimes averting them.

The presence of advocates for the parties and 
other stakeholders increases the likelihood that 
decision makers will consider all of the relevant 
facts and interests. (The presence of advocates 
also helps counter some biases by giving oppos-
ing parties the incentives to produce alternative 
scenarios or reference points by which gains and 
losses are framed.)

The practice of justifying decisions in writing 
subjects intuitions and prejudices to a degree 
of analytic scrutiny by the policy maker himself 
as well as by others. (In the year that I clerked 
for Supreme Court Justice John M. Harlan, he 
changed his vote in several cases after attempt-
ing to write an opinion and concluding “It just 
doesn’t write convincingly.”)

Multimember decision- making bodies 
typically aim to achieve consensus, which 
requires considering the views of colleagues and 
attempting to persuade them to one’s posi-
tion. This goal has the potential to produce 
less- biased outcomes but also makes decisions 
vulnerable to the social influences of peers 
(Sunstein et al., 2006).

Federal judges and some state judges are not 
subject to removal. For better or worse— but 
mostly for the better— this reduces the likeli-
hood that their decisions will be based on their 
predictions of how they will be held account-

able (Lerner and Tetlock, 1999; Siegel- Jacobs 
and Yates, 1996).

To What Biases Are Policy Makers Susceptible, 
and Can They Be Debiased?

Everyone interested in a particular policy outcome— 
whether the lawyers representing parties to litigation, 
paid lobbyists, or civil society organizations— also has 
an interest in influencing the policy makers responsible 
for the outcome, and many advocates are skilled at 
doing so. Policy makers have an interest in avoiding 
being (or appearing to be) biased, whether through the 
influence of others or from the biases they bring from 
their own perceptions and experiences. The difficulty 
lies in the “bias blind spot” (Pronin and Schmidt, this 
volume)— the fact that we are unaware of our biases 
most of the time. (Generally, if we are aware of them 
and continue to act on them, we do not think of them 
as biases.)

Before turning to specific biases and strategies for 
mitigating them, it is useful to review the dual- process, 
or two- systems, model of cognition, referred to in 
many of the chapters of this book, and to address two 
different strategies for dealing with biases. System 1 is 
intuitive, unconscious, automatic, and fast. System 2 
is analytic and conscious; it is cognitively effortful and 
works more slowly (Kahneman and Frederick, 2002). 
While System 1 plays an essential role in judgment 
and decision making, its reliance on schematic pro-
cessing and heuristics gives rise to errors— the stock 
and trade of the JDM research agenda.

There are two essentially different strategies 
for addressing the biases that flow from System 1. 
Debiasing involves the relentless application of System 
2 rationality. Cass Sunstein’s proposal for cost- benefit 
analysis is paradigmatic (Sunstein, this volume). 
Counterbiasing counters one System 1 phenomenon 
with another. The behavioral- economics- oriented es-
says of Barr, Mullainathan and Shafir; Thaler, Sunstein  
and Balz; and Loewenstein, John, and Volpp (all in 
this volume) are paradigmatic of this strategy. Their 
task is to show how “a range of decision phenomena  
that are typically viewed as errors— including the de-
fault bias, loss aversion, present- biased preferences, and  
nonlinear probability weighting— can be exploited to 
devise interventions to help people accomplish their 
goals” (Loewenstein and Volpp, this volume). (For a 
discussion of both debiasing strategies, see Milkman, 
Chugh, and Bazerman, 2009.)

The distinction between debiasing and counterbi-
asing is not always sharp. For example, while coun-
tering the abstractness and uncertainty of the future 
harms of global warming by instilling fear is a System 
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1 strategy, making future harms more concrete can 
also improve the cognitive processes of System 2 (see 
Weber, this volume).

Debiasing through rational analysis is transparent 
and it invites argument and discussion. But fighting 
one System 1 fire with another may sometimes be 
the only effective method of countering biases and 
can also be transparent to the decision maker. For ex-
ample, legislators might consciously and intentionally 
follow Hardin and Banaji’s strategy of seeking contact 
with people of different races, ethnicities, or classes 
to mitigate their own negative stereotypes and empa-
thize with those adversely affected by proposed poli-
cies (Hardin and Banaji, this volume).

I now turn to the particular biases to which policy 
makers are susceptible and to the possibility of pre-
venting or mitigating them. While the activities of 
adjudicative fact- finding, legislative fact- finding, and 
decision making sometimes overlap and are vulner-
able to some common biases, they have different cen-
ters of gravity, and it is therefore useful to consider 
them separately.

adjudicative Fact- Finding

Adjudicative fact- finding seeks to determine past 
events and sometimes to assign responsibility for 
them. The paradigmatic example of adjudicative fact- 
finding is a trial judge’s or a jury’s determination of 
whether the accused killed the victim. Not just courts 
but state, local, and federal administrative agencies 
engage in adjudicative fact- finding— for example, 
determining whether a particular land use violates a 
zoning ordinance or whether a manufacturing plant 
is emitting excessive pollutants. Intelligence analysts 
also engage in adjudicative fact- finding, piecing to-
gether various data to determine, say, changes in 
political power in North Korea or whether Iraq has 
weapons of mass destruction.

PerCiPient Witnesses

Contested issues of fact often depend on the testi-
mony of percipient witnesses— people who observed 
the relevant events. These witnesses’ perceptions, or 
their memories of what they perceived, may be biased 
in any number of ways, including:

Errors in perception. The possibilities of 
errors begin with witnesses’ perceptions of 
an event (Ellsworth and Gross, this volume). 
Simple perceptual mistakes about who or what 
we saw are influenced by schematic expecta-
tions, which in turn can be influenced by 
partisanship (say, for a particular football team, 

Hastorf and Cantril, 1954) or by unconscious 
stereotypes about people of different races and 
genders (Hardin and Banaji, this volume; Fiske 
and Krieger, this volume).

Distortions of memory and retrieval. Many 
internal thought processes and external stimuli 
intervene between the moment of a witness’s 
perception and her testimony in a formal 
proceeding (Loftus, 1996; Schachter, 2001). 
Suggestive questioning by police and poorly 
designed lineups are common examples of 
error- inducing police procedures (Steblay and 
Loftus, this volume).

Considerable effort has gone into designing inter-
rogation and identification procedures that reduce 
errors (Steblay and Loftus, this volume). Mitigating 
the implicit prejudice that infects schematic process-
ing is a much more difficult task. It requires changing 
people’s attitudes, which, to put it most optimistically, 
is a long- run strategy.

aDjuDiCatory ProCeDures

Fair adjudicatory procedures provide an opportu-
nity to expose and counteract some of the biases of 
percipient witnesses. Cross- examination is a key way 
to test a witness’s perception and memory— granted 
that the adversarial “preparation” of witnesses by their 
lawyers can produce convincing but untrue testimony 
(Ellsworth and Gross, this volume).

Expert testimony can point up the susceptibil-
ity of particular identification procedures to bias. 
In addition, the holding of Daubert v. Merrell Dow 
Pharmaceuticals (1993), prevents decisions based on 
“junk science.” In that case, which involved the claim 
that the drug Bendectin was responsible for birth 
defects, the Supreme Court held that federal courts 
could not rule for the plaintiff based on an expert’s 
testimony unless the underlying research was ac-
cepted by the relevant scientific community.

But adjudication has its own biases.

HindsigHt Bias

Hindsight bias is a common problem when a 
judge or jury must determine, after an injury or other 
liability- inducing event has occurred, whether a party 
took reasonable precautions to prevent its occurrence. 
Although this phenomenon is notoriously difficult to 
debias once a fact finder actually knows the outcome 
(Fischhoff, 1975), some judicial rules tend to protect 
against it— for example, the plaintiff in a slip- and- fall 
case cannot introduce evidence that the defendant 
subsequently repaired the property to make it safer 
(Kamin and Rachlinski, 1995).
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ancHoring and insufficient adjustment

Especially where numbers are involved, as in civil 
claims for pain and suffering, both parties may in-
fluence the fact finder by providing anchors for the 
award of damages (Guthrie, Rachlinski, and Wistrich, 
2001; Korobkin and Guthrie, 1994; Malouff and 
Schutte, 1989). Even extravagant anchors may have 
an effect that is not easily debiased.

confirmation Bias

The process of fact- finding often starts with a hy-
pothesis about the conclusion, after which the fact 
finder may systematically favor evidence that sup-
ports the hypothesis (Ellsworth and Gross, this vol-
ume). The phenomenon is hardly limited to judicial 
disputes. Confirmation bias may have contributed to 
the intelligence community’s incorrect conclusion 
that Saddam Hussein possessed weapons of mass de-
struction. Perhaps the strongest debiasing tactic is a 
requirement that one justify one’s conclusion orally 
or (better yet) in writing, describing the evidence on 
both sides. While some adjudicatory procedures re-
quire this, others, including jury verdicts, do not— 
although jurors tend to justify their positions to each 
other in the jury room.

treating evidence originating from a single 
source as if it Were Based on multiple 
independent sources

Fact finders may treat multiple pieces of evidence as 
confirming a conclusion without examining whether 
they originated from a common source. Intelligence 
analysis is particularly vulnerable to this error, which 
again may have played a role in the conclusion that 
Iraq had weapons of mass destruction. Availability 
cascades (Sunstein and Kuran, 1999) also induce this 
error: one person’s claim that, say, residents of an area 
are suffering illnesses because of toxic wastes gets re-
peated multiple times, not only by people who believe 
it but also by some who may have their doubts. Formal 
evidentiary rules tend to prevent this sort of error in 
courts (e.g., restraining public officials who may want 
to appear responsive to constituents). Other fact find-
ers must develop their own ways to guard against it.

difficulties in prediction

Even experts are not very good at predicting the 
consequences of interventions in complex systems 
because those systems often behave in nonlinear and 
chaotic ways. If the “butterfly effect” suggests that 
the perturbations of a butterfly flapping its wings in 
Indonesia may lead to a hurricane in Florida, I will coin 
the phrase “elephant effect” to describe the unpre-
dictable effects of, say, the invasion of Afghanistan or 
the adoption of massive regulatory schemes. Edmund 

Burke said as much in Reflections on the Revolution 
in France (1790), and Phillip Tetlock essentially con-
firmed this view in Expert Political Judgment (2005). 
Whether or not this counsels Burkean conservatism— 
after all, doing nothing is also a decision— it does call 
for doing one’s best to anticipate the unintended con-
sequences of a decision. “Adversarial” decision pro-
cesses, such as using “red” and “blue” teams, can aid 
this process. Group dynamics that press for too- quick 
a consensus do just the opposite.

On a much more local scale, policy makers are fa-
mous for committing the planning fallacy. Flyvbjerg, 
Bruzelius, and Rothengatter (2003) described the 
pervasive cost overruns and delays of large- scale trans-
portation and other construction projects. Although 
the causes lie mostly in System 1, solutions may be 
found in System 2 processes, such as carefully thought 
through GANTT charts, fault trees, and “premor-
tem” analyses (Klein, 2007) that try to identify every-
thing that can go wrong at each stage.

relianCe on CliniCal rather than on  
statistiCal PreDiCtion

Officials are often called upon to predict individuals’ 
behavior— for example, a parole board is required to 
predict the likelihood of recidivism of a prisoner peti-
tioning for early release. Numerous studies suggest that 
in situations where prediction by any means tends to be 
inaccurate, decision makers over-rely on their intuitions 
rather than on, say, simple linear regression models that 
are more accurate (Dawes, Faust, and Meehl, 1982).

In any event, accurate prediction depends on get-
ting clear and timely feedback about the accuracy of 
one’s previous predictions. Because of the focused 
and repetitive nature of their task and the availability 
of clear and timely feedback, weather forecasters make 
quite accurate predictions. By contrast, many policy 
makers are faced with decisions of a nonrepetitive, if 
not unique, nature and have poor feedback, so their 
predictions are quite poor (Tetlock, 2005). This may 
just be the nature of the beast.

legislative Fact- Finding

While adjudicative fact- finding typically focuses on 
particular events, legislative fact- finding determines 
facts about the physical or social world that underlie 
regulations and other legislative actions. Legislative 
facts typically are used to predict whether a proposed 
policy will work as intended. For example, policies ad-
dressing climate change are— or should be— informed 
by factual determinations about the relationship be-
tween greenhouse gas emissions and global warming, 
the effects of global warming on precipitation and sea 
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levels, and the environmental and economic conse-
quences of particular regulatory schemes. Legislative 
fact- finding underlies many policies, ranging from 
health and safety regulations to consumer protection 
legislation. Appellate courts also engage in legislative 
fact- finding— for example, in concluding that segre-
gation inflicts psychic harms on African Americans 
(Brown v. Board of Education, 1954) or that the 
death penalty is not applied in a racially discrimina-
tory manner (McCleskey v. Kemp, 1987).

Legislative and adjudicative fact finding sometimes 
overlap. For example, the issue in the Daubert case 
(mentioned above) could have arisen in the context of 
the Food and Drug Administration’s decision to regu-
late a class of pharmaceuticals rather than in a tort case 
brought by an injured party. Legislative fact- finding is 
subject to many of the same errors, as well as others.

Poor grasP oF Probability, statistiCs, anD  
emPiriCal methoDology

Much of the evidence underlying legislative facts is 
probabilistic in nature. And much research in medi-
cine and the natural and social sciences relies on 
experiments or econometric analyses, where an out-
come can only be described in terms of statistical sig-
nificance, and where the validity of conclusions de-
pends on complex and sometimes contested questions 
of methodology. Even when judges hear expert testi-
mony on these matters, they often find the conflicting 
views difficult to untangle— and many policy makers 
don’t have the advantage of experts.

In a famous case, a California court convicted a 
man and a woman for robbery based on the confu-
sion between the conditional probabilities P(A|B) 
with P(B|A) in determining the likelihood of a couple 
in Los Angles having their particular personal charac-
teristics (People v. Collins, 1968). NASA’s disastrous 
decision to launch the Challenger space shuttle was 
partly rooted in errors of data presentation and statis-
tics in which the engineers considered only the tem-
peratures at which the O- rings failed but not the tem-
peratures at which they did not fail (Vaughan, 1997).

Training in statistics reduces some judgmental 
errors (Lehman, Lempert, and Nisbett, 1988), and 
there have been efforts to train judges in statistics 
(Federal Judicial Center, 2000). But policy makers— 
from judges to administrative officials to legislators— 
usually have little education in these matters. Indeed, 
some may share Mark Twain’s view that there are “lies, 
damned lies, and statistics” (Twain, 1906– 1907).

availability anD relateD biases

Ignorance of probability doubtless contributes to 
the availability bias and the broader phenomenon of 

“misfearing,” described by Sunstein’s essay in this 
volume. But even the statistically educated tend to 
have distorted views of risk in the face of vivid events, 
such as a terrorist bombing or shark attack. Individual 
policy makers’ own vulnerability to the availability 
heuristic is inevitably reinforced by their constituents’ 
perceptions. (Many more people are killed by falling 
television sets than by shark attacks. As a journalist 
noted, tongue- in- cheek, “ ‘watching “Jaws” on TV is 
more dangerous than swimming in the Pacific’ ” (New 
York Times, 2001). But it is shark attacks that make 
the news and to which policy makers feel they need 
to respond.)

People are prone to other risk- related errors as 
well. They have difficulty understanding the mean-
ing or policy implications of very low probabilities 
and different ways of representing probabilities—
e.g., 1 out of 1,000,000 times versus .000001— can 
produce different emotional responses to the same 
situation (Blumenthal, 2007; Kunreuther, Novemsky, 
and Kahneman, 2001). More generally, people are 
subject to probability neglect, entirely ignoring low- 
probability risks, being insensitive to a broad range of 
differences in risk, and being readily subject to alarm 
and hence to overestimating the danger of moderate 
risks. Responses to risk are also affected by factors 
not necessarily related to rational decision making— 
for example, whether the risk occurs in nature or is 
anthropogenic. With respect to debiasing, Sunstein 
(this volume) persuasively argues that the essentially 
System 2 procedure of cost- benefit analysis presses 
fact finders to consider actual risks with far more pre-
cision than reliance on System 1 intuitions.

aFFeCt heuristiC

Our judgments of risk are often based more on in-
tuition than on dispassionate analysis (Slovic et al., 
2002), and we tend to view activities deemed benefi-
cial as less risky than those that are not (Alhakami and 
Slovic, 1994). While the obvious debiasing technique 
is cost- benefit analysis, its treatment of risk has been 
criticized as insufficiently responsive to the different 
cultural and world views that give rise to the intu-
itions (Kahan et al., 2006).

PsyChiC numbing

Slovic and his colleagues write (this volume) that 
even though our moral theories hold that every life is 
equally valuable, our moral intuitions fail to respond 
to the scale of massive deaths, whether by mass atroci-
ties or natural causes. This phenomenon of psychic 
numbing, or the collapse of compassion, is captured 
by the comment, attributed to Joseph Stalin, that 
“one death is a tragedy; a million is a statistic” and 



Debiasing the PoliCy makers   •   487

is manifested in the inadequacy of institutional re-
sponses, say, to genocide. Ironically the very docu-
mentation of the statistics, which is part and parcel of 
System 2 analysis, undermines the compassionate in-
tuitions of System 1. Slovic et al. suggest approaches 
for debiasing that activate the affective imagery to 
which System 1 responds or that promote relentless 
System 2 deliberation.

overConFiDenCe, motivateD skePtiCism, anD  
ConFirmation bias (reDux)

Policy makers may assign a smaller- than- warranted 
confidence interval to their factual conclusions. 
Overconfidence in adjudicative fact- finding is miti-
gated by procedures that require judges, juries, and 
administrative agencies to hear both sides of an ar-
gument, which implicitly incorporate the most ef-
fective debiasing of overconfidence: “Consider why 
your estimate may be wrong.” (Burdens of proof, 
such as “beyond a reasonable doubt” or “clear and 
convincing evidence,” provide asymmetrical limits on 
overconfidence.)

In legislative fact- finding, overconfidence com-
bines with motivated skepticism, confirmation bias, 
and the gravitational force of prior commitments to 
make it particularly difficult for policy makers to be 
open to considering alternative positions relevant to 
major policy issues ranging from climate change to 
the right to carry concealed weapons.

Motivated skepticism refers to people’s tendency 
to be less critical of facts and arguments that support 
their preferred result than a dispreferred one (Ditto 
and Lopez, 1992).

I mentioned confirmation bias in the section on 
adjudicative facts. Legislative fact- finding is peculiarly 
vulnerable to the distortions of naive realism and the 
phenomenon of biased assimilation— including ques-
tioning the motives of those having different views 
(Ross, this volume). A chastening experiment, in 
which participants’ prior views about the deterrent ef-
fect of the death penalty were reinforced by hearing 
conflicting evidence, provides a vivid example and also 
suggests the limits of the consider- the- opposite ap-
proach to debiasing (Lord, Ross, and Lepper, 1979).

Even at its best, legislative “debate” is just that, 
with legislators (understandably) not paying any at-
tention to one another’s prepared speeches. Any real 
discourse takes place outside of the chamber, but there 
are few occasions for informal bipartisan discussion. 
Lee Ross’s chapter in this book, which focuses mainly 
on the role of mediators in international disputes, of-
fers some possibilities for improving domestic policy 
making as well: given the opportunity, mediators can 
help partisans engage in what he describes as the “ob-
vious antidote to naive realism and its attributional 

consequences— that is, the open, sustained, sympa-
thetic sharing of views and perspectives” through 
“dialogue in which they talk about their factual as-
sumptions and the complexity of their values, rather 
than simply defending their positions.” The Aspen 
Institute’s Congressional Program and the Wilson 
Center on the Hill (Woodrow Wilson International 
Center for Scholars), which educate members of 
Congress on substantive matters, and James Fishkin’s 
deliberative polls are suggestive of the possibilities— 
although at this particular time, the barriers seem 
greater than ever (Fishkin, 2009).

biases in soCial PerCePtion: stereotyPing

Policy makers’ social stereotypes generally reflect 
those of other members of society. This seems most 
evident in the enactment of, or failure to repeal, laws 
that discriminate against people because of race, eth-
nicity, gender, sexual orientation, and other personal 
characteristics. Social stereotyping may also be mani-
fest in laws that, although neutral on their face, have 
a disproportionate impact on negatively stereotyped 
groups. For example, the heavier sentences imposed 
for crimes related to crack than to powder cocaine 
may reflect legislators’ association of crack with a 
lower class Black lifestyle and powder cocaine with a 
less threatening White lifestyle.

Debiasing requires being motivated to address un-
conscious biases, actually recognizing them, and mak-
ing efforts to counter them (Wilson, Centerbar, and 
Brekke, 2002)— quite significant obstacles.

Distortions oF FaCts by aDvoCates

Advocacy in adjudicatory bodies is highly constrained 
by formal procedures that tend to mitigate the par-
ties’ efforts to distort the facts in their favor. Interest 
groups often try to influence legislators through di-
rect lobbying or by appealing to constituents through 
the media, and they use every technique known to 
marketing to make their messages stick. (In contrast 
to vivid images and sound bites, statistics are pallid 
and have no emotional power. It is notoriously dif-
ficult to counter these biases, in part because fact find-
ers are unaware of their effect.)

leakage oF traDe- oFF PreFerenCes into  
FaCt FinDing

In principle, fact- finding should precede making 
choices and trade- offs. In practice, the anticipation of 
trade- offs and aversion to certain outcomes may in-
fect the fact- finding process. A legislator who believes 
that the regulation of greenhouse gas emissions will 
cause unemployment is likely to undervalue evidence 
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of the harms of global warming. A robust debiasing 
procedure would separate the fact finder from the 
decision maker, something that does not often occur 
with legislative decisions.

Decision making

With legislative facts in hand and an appreciation of 
the uncertainties, policy makers must consider how 
best to address a problem; for example, if the goal is 
to reduce carbon dioxide emissions, should they tax 
carbon emissions, subsidize solar, wind, or nuclear 
power generation, or use a combination of both taxes 
and subsidies? This is the paradigmatic task of legis-
latures. It requires considering how alternative solu-
tions affect different stakeholders and also requires 
making trade- offs among stakeholders’ interests. The 
process is subject to a variety of biases and other bar-
riers to sound decision making.

DeFining the Problem anD ConsiDering solutions

Several common decision- making defects result from 
a combination of bounded cognition and imagina-
tion: failing to consider all the important interests or 
values, defining a problem too narrowly, and homing 
in on a single, attractive solution without consider-
ing others that may better satisfy stakeholders’ inter-
ests. The main barriers are inattention, impatience, 
time pressures, and environments that stifle creativity. 
These barriers can be overcome by creating processes 
that systematically canvass the relevant interests, val-
ues, solutions, and cultures that nourish creativity.

reason- baseD anD value- baseD DeCision making

As its name suggests, a reason- based process involves 
giving reasons for or against proposed outcomes. This 
is the core of argument, whether in courts and admin-
istrative agencies, academia, or personal life. However, 
as Shafir demonstrated, reasoned- based decision strate-
gies are vulnerable to framing: in a classic experiment 
involving a custody dispute, participants made differ-
ent choices depending on whether their task was to 
“award” or “deny” custody; the way the issue was 
framed caused the subjects to focus respectively on the 
parents’ positive or negative attributes (Shafir, 1993).

Value- based decision processes identify the in-
terests at stake, assign (sometimes weighted) values 
to them, and favor the outcome that optimizes the 
various values. There are numerous formal methods 
of value- based decision making, most of them under 
the rubric of multi- attribute utility theory (MAUT). 
Administrative policy makers sometime use value- 
based decision procedures, for example, in deter-
mining the location of a power plant or routes for 

transporting nuclear waste (Keeney, 1996). These 
methods have the advantage of systematically canvass-
ing all the interests and are highly transparent. But not 
all decisions can be made solely through this process.

sequential ConsiDeration oF ChoiCes

A value- based process ensures consideration of a 
number of plausible alternatives and presses the deci-
sion maker to make trade- offs among them. Many ac-
tual policy decisions result from the consideration of 
a highly constrained set of options that may be voted 
up or down without comparing them to alternatives. 
Much legislation– – especially in times of great political 
polarization— has this generally suboptimal character 
(Milkman, Chugh, and Bazerman, 2009).

ChoiCe overloaD

When faced with too many choices, individuals make 
suboptimal decisions, eschewing systematic consider-
ation of the alternatives (Iyengar and Lepper, 2000). 
There is no reason to think that policy makers are im-
mune to this phenomenon. In contrast to individu-
als making one- off decisions, however, policy makers 
involved in recurring choices of the same sort are able 
to develop systematic choice processes, for example, 
along the line of MAUT.

Context DePenDenCe

Like consumers, policy makers choosing an option may 
be influenced by the presence of options that are more 
or less attractive (Kelman, Rottenstreich, and Tversky, 
1996). Consider, for example, extremeness aversion: an 
official presented with the choice of purchasing one of 
three differently priced properties for a municipal park 
will tend to opt for the middle- priced one, especially 
because, if the choice turns out badly, it seems easier to 
explain to constituents that one chose the “reasonable” 
middle ground (Guthrie, 2003a).

the eFFeCt oF the DeCision maker’s emotional state

Decision outcomes may be affected by the decision 
maker’s emotions at the time of making a decision, 
whether or not the emotions are relevant to the out-
come (Loewenstein and Lerner, 2003). Anger or ela-
tion arising from one’s personal life can affect a major 
domestic or international policy decision (Forgas, 
1995). Lerner and her colleagues differentiated be-
tween such “incidental” emotions and “integral” 
emotions, which arise from the issue at hand and can 
provide valuable information about the merits of the 
decision (Barlow, 1998, “anxiety is the shadow of in-
telligence”; Zimmerman and Lerner, 2010). Lerner 
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et al. proposed self- debiasing strategies to reduce the 
effects of incidental emotion: diagnosing one’s emo-
tions, absorbing others’ perspectives, and understand-
ing the uniqueness of the situation. And they also sug-
gest that accountability for the decision process can 
provide an external check (Lerner and Shonk, 2010).

avoiDing DiFFiCult traDe- oFFs

Policy makers do not like making difficult trade- offs, 
especially when they are held accountable for out-
comes. When pressed, they engage in “buck- passing, 
procrastination, and obfuscation” (Tetlock, 2000,  
p. 240). And when responsibility for a decision can-
not be avoided, they tend to “play down the strengths 
of the to- be slighted value and play up the strengths 
of the to- be selected value” (Tetlock, 2000, p. 245; 
Tetlock and Boettger, 1994). This is a difficult phe-
nomenon to counteract other than by replacing ac-
countability for outcomes with accountability for fol-
lowing a sound process (Lerner and Tetlock, 1999; 
Siegel- Jacobs and Yates, 1996)— not an easy sell to 
most political constituents.

loss aversion, behavior unDer risk, anD aCtion 
anD inaCtion biases

Individuals are loss- averse; they tend to value an en-
titlement they currently possess more than one that 
they don’t have. And they are risk averse when a de-
cision is framed in terms of gains, and risk seeking 
when it is framed in terms of losses. Policy makers 
doubtless also exhibit these attitudes. After all, the fa-
mous Kahneman and Tversky epidemic hypothetical 
is a policy problem (Tversky and Kahneman, 1981).5

Almost every social policy intervention triggers the 
Burkean uncertainties of unintended consequences. 
Consistent with the general tendency to regret ac-
tions more than inactions (Miller and Taylor, 1995), 
policy makers are inclined to adhere to the status 
quo— although in public crises, they may exhibit an 
action bias in response to the felt pressure to “not 
just stand there but do something.” (The enactment 
of the Sarbanes- Oxley Act in response to the scan-
dals at Enron and other corporations may be an ex-
ample.) And policy makers are prone to take undue 
risks when falling short of a target to which they are 
held accountable (Guthrie, 2003b; Rachlinski, 1996). 
NASA’s decision to launch the Challenger Shuttle at a 
temperature known to make the O- rings fail provides 
a tragic example (Vaughan, 1997).

These phenomena (largely described by prospect 
theory) are pervasive but are amenable to counter-
biasing. For example, in addressing the tendency to 
underinsure against catastrophic harms, Weber ar-
gues that “by focusing . . . attention on the severity 

of the possible loss and resulting consequences, all 
smaller losses (including the insurance premium) are 
to the right of this new reference point, making this 
a decision in the domain of (forgone) gains, where 
people are known to be risk- averse and will choose 
the sure option of buying the insurance” (Weber, this 
volume). The biases can also be mitigated by cost- 
benefit analysis, which replaces subjective perceptions 
of gains, losses, and risk with cold numbers (Sunstein, 
this volume).

Cognitive myoPia anD the exCessive DisCounting oF 
Future beneFits

When considering social or environmental invest-
ments, such as whether to incur costs today to improve 
education, health, or the environment tomorrow, the 
immediate costs seem far more concrete than future 
benefits or the future costs of inaction. Moreover, pol-
icy makers as well as individuals often apply extravagant 
discount rates to future benefits and exhibit a strong 
present bias (Ainslie and Haslam, 1992; Giddens, 
2008). Accountability to present constituents, who 
likely exhibit the same biases, only exacerbates the ten-
dency. Counterbiasing might involve making the fu-
ture more vivid (System 1) or asking policy makers to 
compare their implicit discount rates with the interest 
they could get from a bank (System 2).

A related question arises in the allocation of pub-
lic resources between aiding the current victims of an 
epidemic (AIDS) or disaster (flooding) versus pre-
venting or mitigating future harms. As Kunreuther 
notes, legislatures are likely to spend extraordinary 
resources on the former and shortchange the latter  
(Kunreuther et al., this volume) While political pres-
sures play a major role, legislators and constituents 
alike are afflicted with cognitive myopia, which is ex-
acerbated by its close cousin, the identifiable victim 
effect (Jenni and Loewenstein, 1997).

Cost- benefit analysis is a potentially effective debi-
asing strategy because it requires consideration of the 
costs, benefits, and risks at a granular level rather than 
in a gestalt framework that invites System 1 biases. 
Indeed, Sunstein argues that “if the public demand 
for regulation is likely to be distorted by unjustified 
fear, a major role should be given to more insulated 
officials who are in a better position to judge whether 
risks are real” (Sunstein, 2005, p. 126; but see Kahan 
et al., 2006).

social influences

The preceding discussion has focused on cognitive er-
rors and biases. But policy makers are also subject to 
biases stemming from social influence.
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soCial ProoF, or ConFormity

The main way that someone new to an organization 
learns its norms is by observing the behavior of col-
leagues. Someone who joins a public agency that has 
high ethical standards is more likely to act honestly 
than her counterpart who joins an agency where cor-
ruption is widespread. Some legislative bodies have 
traditions of pork- laden earmarks, whereas this is 
not acceptable practice in others. The best insulation 
against being drawn into dubious practices is a strong 
inner moral compass, supplemented by trusted advi-
sors or counselors outside the organization.

reCiProCity

We tend to accede to requests from people who have 
done favors for us— even when the favors were un-
invited and trivial and the subsequent requests are 
substantial (Cialdini, 2008). Some government agen-
cies address this problem through prophylactic rules 
that forbid employees from accepting even a free cup 
of coffee. At the other extreme are the log- rolling, 
horse- trading, and close relationships with lobbyists 
common in legislatures. It might be that these prac-
tices are so much the stock- in- trade of legislators that 
they are less vulnerable to unconscious influence than 
the rest of us. (I doubt it.)

esCalation oF Commitment

Once we have taken a position, we tend to act in a 
manner consistent with it, even when the subsequent 
actions are not in our own or society’s interests. This 
consistency postpones, even if it cannot ultimately 
avoid, acknowledging errors to oneself and others. 
It also avoids being perceived as a “flip- flopper.” It 
is not surprising that policy makers sometimes throw 
good money after bad by honoring sunk costs— 
for example, some members of Congress invoked 
the money already spent and lives lost in the NASA 
space shuttle program as a reason for continuing it 
(Economist, 2003). One might wonder whether the 
sunk- cost phenomenon underlies our “staying the 
course” in some international conflicts.

The best debiasing strategy here is to adopt the 
economist’s or investor’s perspective of disregarding 
costs incurred in the past and relentlessly focusing on 
the future. Doubtless easier said than done.

grouP DynamiCs

Irving Janis’s classic study of groupthink (1972) was 
based on policy disasters: the failure to anticipate the 
Japanese attack on Pearl Harbor, the escalation of 

the war in Vietnam, the Bay of Pigs invasion, and the 
Watergate cover- up. Janis argued that groupthink is 
characterized by the group’s premature convergence 
around a course of action without adequate analysis.  
He proposed that the phenomenon was a disorder of 
highly cohesive groups, exacerbated by ideological 
homogeneity, authoritarian leadership, and insulation 
from outside influences. Other studies of group dy-
namics have identified the common knowledge effect 
(Gigone and Hastie, 1993), where facts known to 
only one participant are unlikely to be shared with the 
group as a whole, and group polarization (Schkade, 
Sunstein, and Kahneman, 2000), where the members 
of even a heterogeneous group may converge on an 
extreme decision. Again, the Challenger Shuttle di-
saster manifested group decision- making pathologies 
(Vaughan, 1997).

These various disorders can be mitigated by em-
ploying a step- by- step process that specifies the prob-
lem and the interests at stake and considers a variety 
of solutions in terms of their benefits, costs, and risks 
before converging on a particular solution. The group 
must consciously avoid authoritarian leadership. It is 
helpful to assign “devil’s advocates” to argue against 
an emerging consensus, and to poll individual mem-
bers of the group both to elicit their unique knowl-
edge and to obtain independent points of view. There 
is at least some evidence that such process improve-
ments conduce to better outcomes (Schafer and 
Crichlow, 2002).

Coda: Policy Makers’ Ignorance About  
Influencing Behavior

Skeptics of government regulation argue— not with-
out some basis— that policy makers are often igno-
rant both about the effects of regulator interventions 
and about their own ignorance on the subject (Tasic, 
2010). Whatever may be the general case, most policy 
makers are not aware of the range of factors that in-
fluence citizens’ and consumers’ behavior and of how 
policy interventions can leverage them. Hopefully, 
they will be informed by the essays in this volume and 
books such as Thaler and Sunstein’s Nudge: Improv
ing Decisions About Health, Wealth, and Happiness 
(2008) and Congdon, Kling, and Mullainathan’s 
Policy and Choice: Public Finance Through the Lens of 
Behavioral Economics (2011).

Conclusion

It may turn out that some of the cognitive biases 
described in this book are hopelessly resistant to 
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debiasing and can only be met by strategies that coun-
ter one System 1 phenomenon with another, along 
the lines suggested by Weber. But the counterbiasing 
strategy presents the question posed in the title of this 
essay in potentially infinite regress, that is, who guards 
the guardians of the guardians?

My own preference is for true debiasing that cor-
rects System 1 intuitions with System 2 analysis. Of 
the debiasing strategies discussed above, those that 
may affect a broad range of decisions include:

•	 Awareness	of	the	biases
•	 Knowledge	of	probability,	statistics	and	empirical	

methods
•	 Formal	procedures	that	require	considering	op-

posite viewpoints and justifying one’s conclusion

In truth, the research does not justify great opti-
mism about debiasing in general (Fischhoff, 1975)— 
and least of all for legislators, who are democracy’s 
most fundamental policy makers, but whose informal 
decision- making procedures make them highly vul-
nerable to cognitive errors, and whose accountabil-
ity for outcomes can only amplify the biases of their 
constituents.

In the short run, I would put my hopes in courses 
such as the Woodrow Wilson School’s “Psychology 
for Policy,” which is required of the master’s- degree 
students, and in executive education programs for 
policy makers, such as Jennifer Lerner’s “Leadership 
Decision Making” at the Kennedy School. In the lon-
ger run, my hope lies in K– 16 curricula that imbue 
citizens with critical thinking and problem- solving at-
titudes and skills.

Notes

I greatly appreciate comments on the draft by Iris Brest, 
Baruch Fischhoff, Lynne Henderson, Jennifer Lerner, 
Deborah Rhode, and Lee Ross. Much of this essay draws 
on Brest and Krieger (2010).

1. I do not address the interesting questions of law 
and political theory concerning whose utilities the CEOs 
of organizations or their agents and counselors should 
maximize.

2. This is true whether one views legislators as delegates, 
charged with representing their constituents’ preferences, or 
as trustees, who follow their own understanding of the best ac-
tion to pursue, See political representation in the Stanford En
cyclopedia of Philosophy online (http://plato.stanford.edu/ 
entries/political-representation/).

3. For example, transitivity entails that if you prefer hav-
ing a red car to a blue car and a blue car to a green car, then 
you must prefer the red car to the green car. Procedural in-
variance entails that your preference for the color of the car 

cannot depend on the order that the salesperson shows the 
cars to you.

4. Gerd Gigerenzer and his colleagues argue that “fast 
and frugal heuristics” are equal, if not superior, to rational 
procedures in producing valid judgments of fact (e.g., Todd 
and the ABC Research Group, 1999). Without entering into 
this major debate, this essay generally endorses the value of 
rational procedures (Kelman, 2011).

5. Participants were asked to imagine preparing for the 
outbreak of a virus that was expected to kill 600 people. One 
group was asked whether to adopt Program A, which would 
save 200 people, or Program B, which had a one- third prob-
ability that 600 people would be saved and a two- thirds 
probability that no people would be saved. A second group 
was asked whether to adopt Program C, in which 400 people 
would die, or Program D, which had a one- third probabil-
ity that nobody would die and a two- thirds probability that 
600 people would die. Although Program A is identical to 
Program C and Program B is identical to Program D, par-
ticipants tended to choose Programs A and D, demonstrat-
ing risk aversion when the problem was framed in terms of 
gains and risk taking when it was framed in terms of losses.
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Chapter 30

Paternalism, Manipulation,  
Freedom, and the Good
Judith Lichtenberg

The creature who has come to be known as homo 
economicus differs from living, breathing human be-
ings in two central ways. First, homo economicus is 
fully rational: he always employs means that maximize 
the fulfillment of his ends and does what is in his best 
interests.1 Human beings are often not rational; as a 
result of cognitive errors and biases, emotional reac-
tions, and volitional weaknesses, they often fail to act 
in their own best interests. Behavioral economists and 
psychologists in this book and elsewhere have greatly 
increased our understanding of how human beings 
fall short in these respects and what can be done to 
more closely align their means with their ends (e.g.  
Barr, Mullainathan, and Shafir; Mullainathan and 
Shafir; Ubel; Wansink; all in this volume).

Human beings differ from homo economicus 
also in the ends they seek. Economists and oth-
ers have often construed people’s ends in terms of 
their narrow self- interest, particularly their economic 
self- interest. Yet— as careful thinkers note, although 
sometimes only when pushed— nothing in economic 
theory dictates the content of a person’s ends or pref-
erences. Assume an agent as altruistic as you please, 
whose deepest desire is to eliminate suffering and dis-
ease in the world. The fallacy of thinking agents must 
be self- interested results from confusing the subject of 
my preferences (me) and the object of my preferences 
(often me, but sometimes others) (Lichtenberg 2008, 
2010a).2 Several authors in this book acknowledge 
such other- regarding or altruistic preferences, which 
they call “social motivations” (Tyler, this volume; 
Weber, this volume). They suggest that we should 
capitalize on such motivations or try to enlarge their 
influence on behavior.

So behavioral economists and psychologists have 
called into question both assumptions about homo 
economicus— that he is rational (employs the optimal 
means to his ends) and that he is self- interested (cares 
only for his own well- being). But the two challenges 
pull in opposite directions. If human beings are less 

rational than homo economicus, then clearly they fall 
short. Their human traits constitute defects we should 
try to remedy or counteract, if we can do so with-
out introducing other problems that are worse.3 But 
if human beings are not (necessarily) self- interested, 
that is a good thing. Or so I shall assume. Homo eco-
nomicus, then, is in one way worse and in another 
way better than real human beings.

Rationality and the Good

What does it mean to say that people sometimes act 
less than rationally? One way to understand the claim 
is to say that they fail to do what is in their best inter-
ests or to realize their own Good. For example, they 
fail to save adequately for retirement; they eat too 
much or unhealthily; they do not take their medicines 
as they should. But talking about a person’s best in-
terests immediately raises the question: best interests 
according to whom? In liberal societies it is natural to 
parse this concept in terms of an agent’s own desires 
or preferences. In a common formulation, a person’s 
best interests are what she would want if she possessed 
full information and suffered no cognitive, emotional, 
or volitional defects and biases. Such a definition 
might not always produce a determinate answer to the 
question of what is in a person’s best interests, but we 
can suppose it does at least some of the time.

Of course, what people would want under these 
ideal and unrealizable circumstances is not equiva-
lent to what they do want. That is part of the prob-
lem. But it may be less misleading to acknowledge 
that people have various wants and preferences that 
sometimes conflict. They want a comfortable retire-
ment but also prefer more income now; they prefer to 
be fit and healthy but also like ice cream. Often such 
conflicts can be understood in terms of the distinc-
tion between short- term and long- term preferences. 
We can also distinguish levels or orders of preferences: 
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a smoker may have a first- order desire to smoke and 
a second- order desire not to smoke— that is, a desire 
not to desire to smoke. In any case, to say that people 
sometimes act less than rationally is to suggest that 
their desires can be ranked, preferably from their own 
point of view as well as from others’.

It is rarely helpful, however, to talk about what a 
person really wants, which suggests that although the 
person behaves as if she wanted one thing, in truth 
she wants something else. People’s desires are mul-
tiple and conflicting. There is no plausible way to 
escape the conclusion that people hold inconsistent 
wants, desires, or preferences, and we should avoid 
linguistic tricks that seem to make these inconsisten-
cies disappear.

Paternalism, Hard and Soft

Forcing people by law or some other form of reg-
ulation to act in their own best interests has tradi-
tionally been called paternalism. But several years 
ago Sunstein and Thaler introduced the concept of 
libertarian paternalism, which “attempts to influ-
ence the choices of affected parties in a way that will  
make choosers better off ” without forcing them to do 
something or refrain from doing something (Sunstein 
and Thaler, 2003, p. 1162). So now we distinguish 
between classical and libertarian paternalism, or hard 
and soft paternalism.

It might seem almost a truism to say that if you 
can get people to change their behavior for their own 
good without forcing them, that is better than bring-
ing the long arm of the law down on them. Yet al-
though most people in liberal societies would prefer 
to avoid paternalism, there are probably irreducible 
differences in people’s tolerance for it. Political liber-
tarians think the price is always too high. Perhaps it is 
less misleading to say that they oppose it on principle. 
Others disagree; they think that the benefits of pater-
nalism sometimes outweigh the costs.

Still, most people probably agree that we should 
minimize the use of coercion in guiding people to 
do what is good for them. We will be least uneasy if 
they choose freely and knowledgeably what is best for 
them. Alas, it turns out that information is not enough 
(Ubel, this volume). So the question is whether and 
to what extent we can induce (entice? cause?) people 
to do what is best for themselves— or, for that matter, 
others— without forcing them.

The validity of soft paternalism rests on at least two 
assumptions. One is that we can somehow formu-
late a coherent idea of a person’s best interests, their 
Good— for example, in terms of what satisfies their 
long- term or higher- order preferences— and that it 

is better, other things being equal, if people achieve 
their Good than if they do not. It is not necessary that 
we be able to give a complete account of what is in a 
person’s best interests, as long as we can give a deter-
minate account in some cases.

The other assumption is that, as Thaler and 
Sunstein put it, there is no such thing as neutral de-
sign: every environment exhibits features— a “choice 
architecture”— that nudge agents in some direction 
rather than others, making it more likely that they 
will do X rather than Y or Z. A different way of put-
ting the point is that human behavior is “heavily con-
text dependent” (Barr, Mullainathan, and Shafir, this 
volume). In the psychological literature the techni-
cal term for this view is situationism, which insists 
on the power of situational factors over individuals’ 
personal traits to determine behavior. Cafeteria items 
may be arranged in a variety of ways, but they must 
be arranged somehow, and their order may signifi-
cantly influence people’s food choices and thus their 
health (Thaler and Sunstein, 2008; Thaler, Sunstein, 
and Balz, this volume). Those who serve food must 
place it on plates of some size or other; plate size af-
fects how much people eat (Wansink, this volume). 
Doctors must explain treatment options to their pa-
tients in some order, using particular language, and 
expressing probabilities in a particular way (McNeil 
et al., 1982; Ubel, this volume). Employers, govern-
ments, and others who offer policies regarding retire-
ment benefits, insurance, organ donation, and other 
matters can offer opt- in or opt- out defaults (Johnson 
and Goldstein, 2003, this volume). These decisions 
may have profound effects on people’s choices and 
thus on their well- being.

Paternalism and Manipulation

I want to make several points about the distinction 
between hard and soft (or traditional and libertarian) 
paternalism. First, as Thaler and Sunstein acknowl-
edge (2008), the distinction is not sharp, since one 
can choose to violate even legally coercive rules, ac-
cepting the penalty or (more likely) taking the risk 
that one will not be caught. It does not follow that 
the distinction between legally coercive rules and 
other forms of influence is trivial, but we should note 
that influence is a matter of degree, with many points 
along the continuum between liberty and force.

Still, it is natural to think that not forcing people 
to act (or not act) is preferable to forcing them; better 
to leave the choice more open even if influence is in-
evitable. Yet in one way coercion might be preferable: 
it is overt and explicit. Citizens know that the state is 
attempting to control them when it prohibits riding 
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a motorcycle without a helmet. But they are likely 
not to notice the significance of the arrangement of 
food in the cafeteria or its influence on our behavior. 
Similarly with the default choice of retirement plans 
and other policies. The idea that someone is attempt-
ing to influence our choices without our knowledge 
or consent is troubling and may seem in some way at 
least as much a violation of our liberty as explicit co-
ercion. We tend to call this kind of influence- creation 
manipulation; its connotations are negative.

One might respond that this objection neglects 
the idea that some arrangement or other of the choice 
environment is inevitable and that there is no neutral 
design. In this section I consider one aspect of this 
response; in the next section, another.

Suppose that nonneutrality is indeed inevitable. 
Still, manipulation might be reduced if policy makers 
were required to reveal more clearly how they attempt 
to influence decisions, so that agents could more eas-
ily resist their influence if they so chose. Of course, 
we know from behavioral economists and psycholo-
gists that awareness and knowledge are not always 
enough. Sometimes the difficulty is rather in the link 
between intentions (formed in light of knowledge)— 
with which the road to hell is paved— and action, as 
Barr, Mullainathan, and Shafir (this volume) argue.4

At the very least, designers of defaults can some-
times control how easy or hard it is to depart from 
them. For example, mortgage rules can be structured 
with opt- out defaults that “make it easier for bor-
rowers to choose a standard product” and harder to 
choose one they are less likely to understand or to be 
able to afford (Barr, Mullainathan, and Shafir, this vol-
ume). Yet in many contexts transparency is unrealistic 
or impossible. Must the cafeteria managers explain the 
reason for their food arrangement or for the size of 
their plates? Must the Motor Vehicle Administration 
explain why it uses an opt- out rather than an opt- in 
default for organ donation? Transparency may be use-
ful in some contexts but not in others.

Defaults

The second response to the claim that there is no 
neutral design is to question it outright. Consider 
the example of defaults, which seem to illustrate the 
nonneutrality thesis. Johnson and Goldstein (2003, 
this volume) have shown the profound effects of de-
faults on organ donation and other policies. Although 
organ donation is not a matter of paternalism but 
of other- regarding choices (about which I say more 
below), the mechanisms are the same as for paternal-
istic intervention.

In some countries, including the United States 
and Great Britain, you must choose (when you get 

or renew your driver’s license) to become an organ 
donor; the default is not to donate. In many European 
countries, the policy is the reverse: consent to donat-
ing one’s organs is presumed, and one must explic-
itly opt out to avoid donation. In Austria, France, 
Hungary, Poland, and Portugal, which all have opt- 
out policies, effective consent rates are over 99%. In 
countries with opt- in policies, consent rates are radi-
cally lower— from 4.25% in Denmark to 27.5% in the 
Netherlands.5

Yet a no- default policy is also possible: forced or 
mandated choice. In an online experiment, Johnson 
and Goldstein (2003) show that mandated choice ap-
proximates the opt- out default: 79% of participants 
who must decide choose to be organ donors; 82% in 
the opt- out default remain as donors; only 42% in the 
opt- in condition agree to be donors.

Are mandated choices counterexamples to the 
claim that neutral design is impossible? To fully an-
swer this question would require an extended inquiry 
into the nature of neutrality, and even after it, we 
might still not reach a clear or uncontroversial answer. 
What seems certain is that mandated choice is more 
neutral than opt- in or opt- out defaults.

But that is not the end of the matter, because neu-
trality is not the only value and may not always be the 
most important one. Thaler, Sunstein, and Balz (this 
volume) argue that where choices are difficult or com-
plicated, people may prefer a “good” or “sensible” 
default; and when choices are not binary, yes- no de-
cisions, mandated choice might not even be feasible.

What is a good default? Perhaps it is the one I 
would prefer if I had full information and sufficient 
time and mental resources to process it. Since people 
have different values and preferences, on this crite-
rion no default is necessarily best for everyone. Some 
people would like to donate their organs, but some 
object on religious grounds. So the good default 
might be the one that most people would prefer. In 
the case of organ donation, Johnson and Goldstein’s 
online experiment suggests that opt- out policies are 
better because they more closely match people’s pref-
erences when no default is offered. Even apart from 
cases where choices are not binary, however, it is im-
plausible to think that people have preexisting prefer-
ences in many situations in which defaults are com-
mon and desirable (Thaler and Sunstein, 2003, pp. 
1173– 1174). I may not have a preference concerning 
the details of my software installation, even armed 
with full information and adequate mental resources. 
More serious still is that our preferences are partly 
constructed out of the choice situations in which we 
find ourselves and thus cannot be employed to struc-
ture those choice situations.

What can we conclude from this discussion? First, 
even if we agree that there is no neutral design, some 



Paternalism, maniPulation, Freedom, and the Good   •   497

designs may be more neutral than others. But, sec-
ond, neutrality does not always trump all other val-
ues. Especially if the aim is to do what is in people’s 
best interests or satisfy their (deeper? more important? 
more enduring?) preferences, we will sometimes want 
to structure environments in ways that are in tension 
with choices they might otherwise make.

Politics, Power, and Freedom

One of Thaler and Sunstein’s central aims seems to be 
to reassure those who worry about bringing the state’s 
power down on individuals through paternalistic leg-
islation that such crude techniques are not necessary. 
But the message of their work, and that of other be-
havioral economists and psychologists, might be seen 
in less rosy terms, a glass half empty rather than half 
full. Despite the desire to preserve freedom that leads 
us to resist hard paternalism, we are not very free at 
all. Subject to error, bias, ignorance, temptation, pas-
sion, and weakness of will, we find ourselves (or, more 
often, fail to realize that we are) buffeted about by the 
winds of influence, internal and external, intentional 
and accidental, self- interested and benevolent. We can 
learn to control some of the forces acting upon us so 
that we are better able to realize our Good, but some-
times it may seem not much more than a rhetorical 
trick to say we are thereby free.

Despite the wealth of insights behavioral economists 
and psychologists have provided, with a few exceptions 
there is a peculiarly apolitical quality to their work. One 
might infer from the literature that the cognitive, affec-
tive, and volitional deficiencies that lead agents astray 
are merely unfortunate natural facts; one might fail to 
see how they are actively exploited and encouraged by 
banks, insurance and credit card companies, fast- food 
conglomerates, and others who profit from these weak-
nesses. Altering the choice architecture so as to nudge 
people to serve their own best interests is important. 
But some entities need more than nudges. The activi-
ties of corporations and others who prey on individuals 
need nonpaternalistic, other- regarding restrictions, in 
addition to positive requirements that they serve indi-
viduals’ interests (for important examples see e.g., Barr, 
Mullainathan, and Shafir, this volume; Mullainathan 
and Shafir, this volume). This is less a matter of behav-
ioral economics in the usual sense than of the realities 
of politics and power.

Rationality and Morality

As I noted at the outset, economists and other social 
scientists often shrink from assuming that people are 
capable of acting altruistically. That reluctance may 

derive from a belief in egoism as a kind of default— 
the uncontroversial view that needs no defense and 
that keeps social science away from the dangerous 
territory of “value judgments.” Yet the clear impli-
cation of behavioral economics and psychology (not 
to mention philosophy) is that we cannot avoid mak-
ing value judgments. If there is no neutral design of 
choice environments, or if even the choice of a neutral 
design is itself not neutral (as the discussion above of 
reasons against no- default choices suggests), we have 
no alternative but to shape choice environments in 
accordance with some values or other. We should do 
so in accordance with a conception of what is genu-
inely in people’s best interests or which preferences it 
is most important for them to satisfy. To leave the en-
vironment as it is (whatever that might mean) is also 
to make a value judgment, and the jumble of people’s 
conflicting desires and preferences forces us to favor 
some and not others.

From the recognition that we need a conception of 
a person’s good it is not much of a step to the conclu-
sion that we need a conception of the general good. 
The value judgments inherent in the general concep-
tion are no more significant than in the individual, 
the gap between my immediate preferences and my 
best interests no wider than the gap between my good 
and your good.6 Two other facts lend support to the 
legitimacy of taking into account more than people’s 
egoistic choices. One is that, as others in this volume 
have argued (Tyler; Weber), individuals have social 
motivations: they care not only about themselves but  
also about others. In other words, they are somewhat 
altruistic (some more than others, of course).

The other is that nudging individuals to act in ac-
cordance with the interests of other people is rooted 
not only in the assumption that they would so choose 
but also in the fact that they have moral responsibili-
ties to do so. The more minimal defense of these re-
sponsibilities rests on so- called negative duties. When 
our actions contribute to harming other people (or 
creating “externalities,” as economists like to put it), 
those harmed may have valid claims against us; in 
many such cases the state is entitled or perhaps even 
required to enforce such claims. This much even po-
litical libertarians admit! Attempts to induce people 
to behave in ways less harmful to the environment 
can be rooted in these negative duties. Somewhat 
more controversial is the idea that we have not only 
negative duties not to harm others but also, at least 
sometimes, positive, “humanitarian” duties to help 
them. But how controversial is this view really? Do we 
need fancy arguments to be convinced that it would 
be better if people did not ignore genocide and other 
atrocities and that it is therefore legitimate to shape 
environments in ways that cause them to act accord-
ingly (Slovic et al., this volume)?7
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Notes

1. Whether these are equivalent is an open question I 
address briefly in what follows.

2. For experimental evidence of unselfish motives see, 
e.g., Batson (1991); Fehr and Fischbacher (2004). For most  
purposes the existence of unselfish motives is pretty ob-
vious, but at a deep level, the claim is difficult to test, as 
Batson acknowledges. He and his colleagues attempt to test 
it through a number of complex experiments, all of which 
confirm the existence of altruistic motivations. As Sober and 
Wilson note (1998), however, this does not prove that all 
versions of egoism will fail. Because sophisticated versions 
appeal to the internal rewards of helping others— rather than 
simply money, say— it is always possible that a more subtle 
psychological reward lurks that the experiments have not 
detected (pp. 271– 273). This possibility will strike many as 
far- fetched, confirming their suspicions that egoism is unfal-
sifiable, but it permits those attracted to egoism to hang on 
to their convictions.

3. Perhaps not all such differences between homo eco-
nomicus and real human beings should be construed as de-
fects. I leave that question aside, assuming only that at least 
some of these traits are flaws.

4. They discuss changes to the Truth in Lending Act that 
require credit card companies to disclose to customers infor-
mation about the expected time it will take to pay off credit 
card balances if they pay only the minimum balance, and 
they argue that “such disclosures may not be strong enough 
to matter. . . . In fact, the borrower would need to change 
behavior in the face of strong inertia and marketing by credit 
card companies propelling her to make no more than the 
minimum payments.”

5. Johnson and Goldstein offer three (non– mutually ex-
clusive) explanations for the power of defaults: effort, im-
plied endorsement, and loss aversion. Sunstein and Thaler 
(2003) suggest another important one: the idea that the 
default is “what most people do, or what informed people 
do” (p. 1180). This might appear similar to implied endorse-
ment. But there are two possible differences. First, Johnson 
and Goldstein’s idea focuses on the policy maker’s endorse-
ment, Sunstein and Thaler’s on the public’s. Second, an 
agent may choose what she believes is the popular choice 
not because people’s choosing it signifies approval of some 

independently valuable good but simply because she wants 
to do what others are doing, irrespective of whether it has 
independent merit.

6. For a view showing the similarities between prudential 
and moral reasons see Nagel (1970).

7. For an argument that the distinction between negative 
and positive duties— between the duty not to harm and the  
duty to render aid— is exaggerated, see Lichtenberg (2010b).
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